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Abstract 

 

In last few decades fields like- Intelligence Systems for biosignals processing and 
modeling has developed extensively and this advancement has opened up many new 
windows of opportunities. Brain Machine Interface (BMI) is one of such opportunities. It 
is a technology which connects brain and machines directly in order to command and 
control the machines. This technology is about to revolutionize the health and 
rehabilitation industry. BMI system acquires signals generated from the brain as input. It 
then processes this signals to understand the user thought, intension, consequently 
which is used to generate command to operate machine. In this thesis, we explored the 
BMI technology and aimed to develop a system that can able to distinguish different 
human thoughts and use it as actions or commands for playing computer games. 
 
At the first part of this thesis, we obtained brain signals and extracted features from this 
signals. This features were analyzed to find out the informative patterns. We collected 
training and test data for designing two class classifier as well as for three class classifier. 
Two-class classifier classifies from right-hand movement and steady states. Whereas, 
three-class classifier classifies from right-hand movement, left-hand movement and 
steady states. At the second part of the thesis, we have worked with different 
classification methods including - OneR, Naïve Bayesian, C 4.5, and CART. For two-class 
classifier CART gave best performance, 91.3353% accuracy. But, C 4.5 did give very close 
performance to it, 90.8917% accuracy. For three-class classifier C 4.5 gave best 
performance, 65.6612% accuracy. At the last part of the thesis, we have considered 
overall performance and used C4.5 model to make the targeted application system. We 
made a virtual-ball movement controlling game, in which we can control the direction of 
movement of a virtual-ball using brain signals of voluntary movements. 
  
We used Emotiv SDK and Java language to develop a program to record the brain 
signals. We have used R-programming and weka tool for data visualization and model 
construction. We made an application system that can be used for rehabilitation as well 
as improvement of user well-being. User can exercise his mind to recover from attention 
deficiency. User can also increase his attention span via playing the game. It can be also 
used for gaming and entertainment purposes. 
 
 
 
 
 
 
 
 
 
 
 
 



 iv 

Acknowledgement 

 

At first, we thank our thesis supervisor Dr. Khondaker Abdullah-Al-Mamun, Director, 
AIMS Lab, and Associate Professor, Department of Computer Science and Engineering, 
United International University, Bangladesh. We are very grateful to our honorable 
supervisor.  We express our deep gratitude to him. Artificial Intelligence as well as acute 
interest of our prudent supervisor in the field of Brain Machine Interface encouraged us 
to carry out our thesis. We also thank AIMS Lab, United International University for its 
supports and facilities. We express our deepest respect to our beloved United 
International University for making our graduation life amusing, productive and rich. We 
show our wholehearted appreciation to Department of Computer Science and 
Engineering for making us to think more skeptically and sincerely. Our department not 
only aided us with our graduation program but also guided us to be diligent, heedful, 
earnest and veracious human beings. 
 
Moreover, we would love to exhibit our ingenuous approbation to the various faculty 
members, who so lovingly mentored and counseled us on different stages of our 
graduation program. Furthermore, thanks to our classmates for their support, friendship 
and merriment. Also, thanks to the various administration and staffs for their assiduous 
and painstaking services. At last, we find us thanking our precious parents and for their 
supports, guidance and unconditional love. Love of our family gave us encouragement 
and was the most pressing force that has pushed us to complete the arduous journey of 
graduation program and propelled us to achieve good results.  



 v 

Table of Contents 

Abstract .......................................................................................................................... iii  

Acknowledgement .......................................................................................................... iv 

List of Tables .................................................................................................................. ix 

List of Figures .................................................................................................................. x 

List of Abbreviations .................................................................................................... xiv 

1. Chapter 1: Introduction  .............................................................................................. 1 

1.1: Background ............................................................................................................... 1 

1.2: Motivation ................................................................................................................ 1 

1.3: Machine Learning ..................................................................................................... 2 

1.4: Big Data .................................................................................................................... 2 

1.5: Data Mining .............................................................................................................. 3 

1.6: Human Brain............................................................................................................. 3 

1.7: Thesis Contribution .................................................................................................. 4 

1.8: Outline of the Thesis................................................................................................. 4 

2. Chapter 2: Review of Brain Machine Interface ........................................................ 5 

2.1: Human Machine Interface ........................................................................................ 5 

2.2: Importance of Human Machine Interface ................................................................. 5 

2.3: HMI Technology ...................................................................................................... 6 

2.4: Brain Machine Interface ........................................................................................... 7 

2.5: Type of BMI ............................................................................................................. 8 

2.6: BMI Technology....................................................................................................... 8 

2.7: BMI Application ....................................................................................................... 9 

2.7.1: Thought Controlled Robot ............................................................................... 10 



 vi 

2.7.2: Thought Controlled Wheelchair ...................................................................... 10 

2.7.3: Neuroprosthetics .............................................................................................. 11 

2.7.4: Gaming ............................................................................................................ 11 

2.7.5: Sleeping and Dreaming ................................................................................... 12 

2.8: BMI Devices ........................................................................................................... 12 

2.8.1: Star Wars Science - Force Trainer Game ........................................................ 12 

2.8.2: Aurora Dream Headband ................................................................................. 13 

2.8.3: Muse Headband ............................................................................................... 14 

2.8.4: MindWave Headset ......................................................................................... 15 

2.8.5: Emotiv Insight 5 Channel Mobile EEG ........................................................... 16 

2.8.6: Emotiv Epoc + 14 channel mobile EEG .......................................................... 18 

2.9: Conclusion .............................................................................................................. 19 

3. Chapter 3: Processing of EEG Signals..................................................................... 20 

3.1: EEG Signals Processing Steps ................................................................................ 20 

3.2: Recording of EEG Signals ...................................................................................... 21 

3.3: Artifacts .................................................................................................................. 22 

3.4: Artifact Correction .................................................................................................. 22 

3.5: Filtering .................................................................................................................. 23 

3.6: Conclusion .............................................................................................................. 24 

4. Chapter 4: Data Set ................................................................................................... 25 

4.1: Hand Movement Data ............................................................................................. 25 

4.2: Data Visualization .................................................................................................. 26 

4.3: Data Preprocessing ................................................................................................. 32 

5. Chapter 5: Classification ........................................................................................... 34 

5.1: Decision Tree .......................................................................................................... 34 



 vii  

5.1.1: Iterative Dichotomiser 3 .................................................................................. 34 

5.1.2: C4.5 ................................................................................................................. 34 

5.1.3: Gini Index ........................................................................................................ 35 

5.2: OneR Classifier....................................................................................................... 36 

5.3: Naïve Bayes Classifier ........................................................................................... 37 

5.4: Conclusion .............................................................................................................. 38 

6. Chapter 6: Experimental Results ............................................................................. 39 

6.1: Attribute Statistics .................................................................................................. 39 

6.2: Evaluating Classifiers Performance........................................................................ 39 

6.3: Build Decision Tree ................................................................................................ 41 

6.4: Rule-base Classifier ................................................................................................ 41 

6.5: Conclusion .............................................................................................................. 41 

7. Chapter 7: Developing Game Using Emotiv Epoc+ ............................................... 42 

7.1: Emotiv Epoc+ 14 Channel Headset ........................................................................ 42 

7.2: Electrode Placement Using 10-20 System.............................................................. 42 

7.3: Functional Areas of Brain....................................................................................... 43 

7.4: Emotiv Epoc+ Headset Placement ......................................................................... 44 

7.5: Emotiv Epoc+ Headset Referential Electrodes ...................................................... 45 

7.6: Emotiv Epoc+ Headset SDKs ................................................................................ 46 

7.7: Record Signals from Emotiv Epoc+ ....................................................................... 46 

7.8: Live Detection of Brain Signals Using Models of Data ......................................... 47 

7.9: Conclusion .............................................................................................................. 49 

8. Chapter 8: Conclusion and Future Work ............................................................... 50 

8.1: Conclusion .............................................................................................................. 50 

8.2: Limitation ............................................................................................................... 51 



 viii  

8.3: Future Work ............................................................................................................ 51 

9. References ................................................................................................................... 52 

10. Appendix A ................................................................................................................. 54 

Emotiv Epoc+ data saving Java code: ........................................................................... 54 

2 class Java controller code: .......................................................................................... 58 

3 class Java controller code: .......................................................................................... 70 

 

  



 ix 

List of Tables 

 
Table 1: Star Wars Science - Force Trainer Game Description. ....................................... 13 

Table 2: Description of Aurora Dream Headband. ............................................................ 14 

Table 3: Description of Muse Headband. .......................................................................... 15 

Table 4: Description of MindWave Headset. .................................................................... 16 

Table 5: Emotiv Insight 5 Channel Mobile EEG Device Description. ............................. 17 

Table 6: Emotiv Epoc + 14 channel Description. .............................................................. 18 

Table 7: Hand Movement data info for three classes. ....................................................... 25 

Table 8: Hand Movement data info for two classes .......................................................... 26 

Table 9: Feature Description of Hand Movement Dataset. ............................................... 26 

Table 10: 3 class hand movement dataôs attribute statistics. ............................................. 39 

Table 11: 2 class hand movement dataôs attribute statistics. ............................................. 39 

Table 12: 2 class hand movement dataôs performance. ..................................................... 40 

Table 13: 3 class hand movement dataôs performance. ..................................................... 40 

Table 14: Comparison between these SDKs ..................................................................... 46 

 

  



 x 

List of Figures 

 
Figure 1: An abstract model of Human Machine Interface. ................................................ 5 

Figure 2: An example of Human Machine Interface- a robotic leg. .................................... 6 

Figure 3: An overview of assistive HMI technology [1]. .................................................... 7 

Figure 4: An abstract model of BMI.................................................................................... 7 

Figure 5: A picture showing both invasive and non-invasive BMI. .................................... 8 

Figure 6: A user using BMI ................................................................................................. 9 

Figure 7: A thought controlled robot ................................................................................. 10 

Figure 8: A thought controlled wheelchair ........................................................................ 10 

Figure 9: A robotic hand .................................................................................................... 11 

Figure 10: BMI Gaming .................................................................................................... 11 

Figure 11: A user wearing an Aurora dream headband ..................................................... 12 

Figure 12: Star Wars Science - Force Trainer Game ......................................................... 12 

Figure 13: Aurora Dream Headband ................................................................................. 14 

Figure 14: Muse Headband ................................................................................................ 15 

Figure 15: MindWave Headset .......................................................................................... 16 

Figure 16: Emotiv Insight 5 Channel Mobile EEG ........................................................... 17 

Figure 17: Emotiv Epoc + 14 channel ............................................................................... 18 

Figure 18: EEG Signal Processing Steps ........................................................................... 21 

Figure 19: Types of Brain Signals ..................................................................................... 21 

Figure 20: Brain Signals Artifacts ..................................................................................... 22 

Figure 21: Correction of Artifacts [9] ................................................................................ 22 

Figure 22: Filtering Brain Signals ..................................................................................... 24 

Figure 23: Histogram of Alpha. Vertical line represents frequency and horizontal line 

represents Alpha values. .................................................................................................... 26 

file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739026
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739032
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739034
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739036
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739043
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739043


 xi 

Figure 24:Histogram of Theta. Vertical line represents frequency and horizontal line 

represents Theta values. ..................................................................................................... 26 

Figure 25: Histogram of Low_beta. Vertical line represents frequency and horizontal line 

represents Low_beta values. .............................................................................................. 27 

Figure 26: Histogram of High_beta. Vertical line represents frequency and horizontal line 

represents High_beta values. ............................................................................................. 27 

Figure 27: Histogram of Gamma. Vertical line represents frequency and horizontal line 

represents Gamma values. ................................................................................................. 27 

Figure 28: Density Graph of Low_beta. Vertical line represents density and horizontal 

line represents Low_beta values. ....................................................................................... 28 

Figure 29: Density Graph of High_beta. Vertical line represents density and horizontal 

line represents High_beta values. ...................................................................................... 28 

Figure 30: Density Graph of Theta. Vertical line represents density and horizontal line 

represents Theta values. ..................................................................................................... 28 

Figure 31: Density Graph of Alpha. Vertical line represents density and horizontal line 

represents Alpha values. .................................................................................................... 28 

Figure 32: Density Graph of Gamma. Vertical line represents density and horizontal line 

represents Gamma values. ................................................................................................. 28 

Figure 33: Histogram of Low_beta. Vertical line represents frequency and horizontal line 

represents Low_beta values. .............................................................................................. 29 

Figure 34: Histogram of High_beta. Vertical line represents frequency and horizontal line 

represents High_beta values. ............................................................................................. 29 

Figure 35: Histogram of Alpha. Vertical line represents frequency and horizontal line 

represents Alpha values. .................................................................................................... 29 

file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739044
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739044
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739045
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739045
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739046
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739046
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739047
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739047
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739048
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739048
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739049
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739049
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739050
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739050
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739051
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739051
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739052
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739052
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739053
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739053
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739054
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739054
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739055
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739055


 xii  

Figure 36: Histogram of Theta. Vertical line represents frequency and horizontal line 

represents Theta values. ..................................................................................................... 29 

Figure 37: Histogram of Gamma. Vertical line represents frequency and horizontal line 

represents Gamma values. ................................................................................................. 30 

Figure 38: Density Graph of High_beta. Vertical line represents density and horizontal 

line represents High_beta values. ...................................................................................... 30 

Figure 39: Density Graph of Low_beta. Vertical line         represents density and 

horizontal line represents Low_beta values. ...................................................................... 30 

Figure 40: Density Graph of Alpha. Vertical line represents density and horizontal line 

represents Alpha values. .................................................................................................... 30 

Figure 41: Density Graph of Theta. Vertical line represents density and horizontal line 

represents Theta values. ..................................................................................................... 30 

Figure 42: Density Graph of Gamma. Vertical line represents density and horizontal line 

represents Gamma values. ................................................................................................. 31 

Figure 43: Barplot of two class. Vertical line represents frequency and horizontal line 

represents class labels. ....................................................................................................... 31 

Figure 44: Barplot of three class.Vertical line represents frequency and horizontal line 

represents class labels. ....................................................................................................... 31 

Figure 45: Piechart of three class. Class labels are righthand, lefthand and steady. ......... 32 

Figure 46: Piechart of two class. Class labels are righthand and steady. .......................... 32 

Figure 47: Emotive Control Panel [10] ............................................................................. 42 

Figure 48: 10/20 System Electrode Positioning ................................................................ 43 

Figure 49: Functional Areas of Brain ................................................................................ 44 

Figure 50: Functional Areas of Brain ................................................................................ 44 

Figure 51: Emotiv Epoc+ Headset Placement [10] ........................................................... 45 

file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739056
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739056
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739057
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739057
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739058
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739058
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739059
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739059
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739060
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739060
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739061
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739061
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739062
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739062
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739063
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739063
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739064
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739064
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739065
file:///F:/THESIS/final%20hand%20move/Bmi-Thesis.docx%23_Toc508739066


 xiii  

Figure 52: Emotiv Epoc+ Headset Referential Electrodes ................................................ 45 

Figure 53: Brain Signal Recorded Channels ..................................................................... 47 

Figure 54: 2 Class GUI (steady and right hand move) ...................................................... 48 

Figure 55: 3 Class GUI (left hand move, steady and right hand move) ............................ 48 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 xiv 

List of Abbreviations 

 

AI    Artificial Intelligence 

ARM    Auto Regressive Method 

BMI     Brain Machine Interface 

BCI     Brain Computer Interface 

CMS    Common Mode Sense 

D              Training Data 

DNI     Direct Neural Interface 

DM            Data Mining 

DT            A Decision Tree 

DRL     Driven Right Leg 

EEG          Electroencephalogram 

EM     Eigenvector Methods 

EMG         Electromyogram 

FFT     Fast Fourier Transform 

FIR     Finite Impulse Response 

FIRDA     Frontal Intermittent Rhythmic Delta 

FN             False Negatives 

FP             False Positives 

GUI     Graphics User Interface 

HMI          Human Machine Interface 

ICA      Independent Component Analysis 

ID3            Iterative Dichotomiser 3 

IIR      Infinite Impulse Response 



 xv 

OIRDA      Occipital Intermittent Rhythmic Delta 

OS             Operating System 

SMA      Supplementary Motor Area 

TFD      Time Frequency Distributions 

TN             True Negatives 

TP              True Positives 

WHO      World Health Organization 

WT      Wavelet Transform 

X                A Subset of Instances 



 1 

Chapter 1: Introduction 

1.1: Background 

Bioengineering is an emerging field of science and technology of the 21st century. It 
bases its application on the knowledge of biology, physics, chemistry, as well as 
mathematics and computer science. It integrates concepts and methods all over from 
engineering, biological sciences as well as clinical medicine. It aims at solving practical 
issues of the life sciences. 
 
Disability is one of the most severe problems in human life today. It disarranges human 
day to day life. Different discoveries from past bioengineering researches have made 
some notable impact to improve health and enhance living. Such discoveries include 
battery powered cardiac pacemaker, neural prosthetic device of cochlear implant or 
bionic ear, etc. The natural cardiac pacemaker can be replaced by battery powered 
cardiac pacemaker in order to help patients who are suffering from dysfunctionality of 
heart to improve their heart's electrical activity. People who are suffering from deafness 
can recover their hearing sensation via the assistance of bionic ear [1]. 
 
A huge range of bioengineering research is being conducted to enhance the knowledge 
of the field to get outstanding results. Facebook is developing brain-typing and skin-
hearing technology using brain-computer interfaces. In near future, augmented reality 
as well as virtual reality could be controlled and experienced via human mind due to the 
advancement in brain-computer interfaces.   

1.2: Motivation 

A huge and diverse amount of research is going on to develop tools and technology to 
assist people with physical impairments and deficiencies, and also to enhance human 
functionalities. Conventionally, people have been trying different approaches to help 
disable people to do things but that seems not good enough.  Brain machine interface is 
part of bioengineering technology that aims at developing products and services that 
medicate and assist disabled people to do tasks that they cannot do otherwise. It is a 
research field which works on automating the interfacing system between human and 
machine. And, this change in interfacing technology is going to make huge change in 
fields like gaming, education, medication, and communication, etc [2]. The basic idea is 
to get input information directly from human mind through some sensors and use that 
information to run machines to get things done. Lately, there has been lots of paper that 
studied to come up with novel gadgets. The goal of these undertakings has been the 
improvement of the life standard of impaired people by clinical and physical 
intervention. We have studied some of those papers and got inspired to work on this 
field. 
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1.3: Machine Learning 

Machine learning is one of the most important parts of artificial intelligence. It is closely 
related to data mining and statistics.  It is focused on writing software that can learn 
from past experience. It is practiced to set computers in a mode where they can learn on 
their own. Thus, machine learning can make explicit programming redundant for the 
learning purpose of a computer. Computer programs that have utilized Machine 
Learning tools are capable of learning and growing all by themselves while presented 
with novel data. Thus, machine learning enables computer program to be changed as 
well as developed only by themselves, without the necessity of involvement from any 
outside agent. 
  
Machine learning has provided us with many advance products and services. Self-driving 
cars, practical speech recognition, as well as effective web search, etc. are some 
examples of the sophisticated feat that can be performed by machine learning. It has 
also progressed the understanding of the human genome vastly. It has also wide-ranging 
applications in field such as: - computational finance, image processing, computer vision, 
energy production, medical diagnosis, automotive and manufacturing.  
 

1.4: Big Data 

Developing applications using brain machine interface in most of the time requires 
manipulatioƴ ƻŦ Ψ.ƛƎ 5ŀǘŀΩΦ .ƛƎ Řŀǘŀ ƛǎ ƴƻǘ ƻƴƭȅ ŀōƻǳǘ ǾƻƭǳƳŜ ōǳǘ also about complexity.  
Volume is a very important property of big data, but the big data properties also 
incorporate data variety as well as velocity. Hence, the three properties of big data are 
volume, velocity and variety. ¢ƻƎŜǘƘŜǊ ǘƘŜǎŜ ǘƘǊŜŜ ǇǊƻǇŜǊǘƛŜǎ ŀǊŜ ŎŀƭƭŜŘ ǘƘǊŜŜ ±Ωǎ ƻŦ ōƛƎ 
data. 
 
¢ƘǊŜŜ ±Ωǎ ƻŦ ōƛƎ ŘŀǘŀΥ - 
 

1) Volume, 

2) Velocity, 

3)  Variety 

 The tracking of data or information from the real world is referred to as volume. 
Velocity is the parameter that indicates the fastness of the data availability for analysis. 
Data can be both structured and unstructured. Some examples of the data variation 
could be log files, audio data, text data, video data, transaction level data, etc. Variety 
expresses the variation of the data. 
  
The dataset we used was collect from a real time dataset. It had a large volume and 
there were different types of data types like we already mentioned. So, we can say that 
our dataset was a big data.  
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1.5: Data Mining  

Data Mining is one of the most popular tools used nowadays for crucial decision making. 
It utilizes large databases to find out intelligible information that has been previously 
not known. The owner of the data sets the resulted information into action; which leads 
to huge advantages for him. Data mining makes use of knowledge and methods of 
various fields like- statistics, data analysis, and machine learning, etc. in order to 
manipulate large data sets. Data mining tools are now being increasingly used for future 
prediction. It allows its practitioner to make knowledge-driven resolutions. Data mining 
tools are very time-efficient. The problems that consumes tremendous amount of time 
while using conventional methods and tools, can be solved very quickly by it. 
 
Anything that can be processed by a computer can be called data. It can be numbers, 
images, audio, text, etc. Until now, the common ways in which data mining is used 
involves- sales forecasting, database marketing, basket analysis, and merchandise 
planning, etc. Popular data mining methods involves: - classification, clustering, neural 
network, association, estimation, visualization, etc. 
 

1.6: Human Brain 

The human nervous system has the human brain as its central organ. The central 
nervous system is made of the brain as well as the spinal cord. It could be called the 
master of the body, because most of the body activities are governed by it. It is 
responsible for wide range of tasks that are vital for the human body. It receives from 
the sense organs. It does the processing of input information provided by the sense 
organs. It also integrates and coordinates the information that it receives. It does all 
these tasks so that it can generate decisions as well as send instructions to the rest of 
the body. 
 
Different part of the brain is accountable for different tasks. The part that generates 
movement and also is in charge of controlling the movements is called motor system [3]. 
The movements generated by the motor system needs to be passed from the brain to 
motor neurons in the body in order to control and command the action of muscles. The 
passing is done by the nerves. The corticospinal tract transfers movements from the 
brain to the torso and limbs. It does so via the spinal cord. [4].The movements related to 
the eyes, mouth and face are carried by the cranial nerve. 
 
The movement of arms and legs is generated in the motor cortex. The motor cortex 
consists of three parts. One of them is primary motor cortex, which is in the frontal lobe 
of the brain. The primary motor cortex is one of the principal brain areas involved in 
motor function. The role of the primary motor cortex is to generate neural impulses that 
control the execution of movement.  
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1.7: Thesis Contribution 

The overall research in this thesis are the collecting data from brain signals, feature 
extraction, feature selection, classification of EEG signals, develop a system that can 
distinguish different human thoughts and take different actions based on these 
identifications. 
 
Collecting data from brain signals is difficult, we used Emotiv SDK and Java technology to 
develop a program to record the brain signals. We collected training and test data for 
two class classifier as well as for three class classifier. 
 
We have applied several classification models on our two class and three class dataset 
to find out the best classification model who gives maximum accuracy. 
 
We made an application system that can be used for rehabilitation. User can exercise his 
mind to recover from attention deficiency and increase his attention span via playing 
the game using brain signals of voluntary movements. 

1.8: Outline of the Thesis 

 

Chapter 1 introduces the background, motivation and focus of this thesis.  
 
Chapter 2 gives a review of Human Machine Interface, Brain Machine Interface and 
description of neuro-headset device available in the market. 
 
Chapter 3give overview of EEG signals, steps and technique of processing EEG signals. 
 
Chapter 4 describes the information and structure of our collected dataset. Here, ǿŜΩǾŜ 
also discussed about data visualization and showed some graphical representation of 
the data. 
 
Chapter 5 provides a brief introduction of classification models and describes different 
types of classification algorithms that have been used in machine learning to mine 
information. Especially the chapter focuses on those classification models which we 
have applied in our research and can be useful in the related field. 
 
Chapter 6 ŀƛƳǎ ǘƻ ŘŜǎŎǊƛōŜ ǘƘŜ ŜȄǇŜǊƛƳŜƴǘŀƭ ǊŜǎǳƭǘǎ ǘƘŀǘ ǿŜΩǾŜ ŦƻǳƴŘ ōȅ ǳǎƛƴƎ ƻǳǊ 
datŀǎŜǘΦ ¢ƘŜ ǊŜǎǳƭǘǎ ǘƘŀǘ ǿŜΩǾŜ ŦƻǳƴŘ ŘŜƳƻƴǎǘǊŀǘŜŘ ǘƘǊƻǳƎƘ ǎƻƳŜ ǘŀōƭŜǎ ǘƻ ǳƴŘŜǊǎǘŀƴŘ 
the result comparison. 
 
Chapter 7gives knowledge of emotiv epoc+ headset configuration, recording of brain 
signals using emotiv epoc+ and emotive SDKs, and how to developing a brain controlled 
game. 
 
Chapter 8 gives conclusion, limitation and projection of our future works. 
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Chapter 2: Review of Brain Machine Interface 

2.1: Human Machine Interface 

Human Machine Interface (HMI) is a communication technology that makes it possible 
to connect human with machines without the necessity of any conventional input 
devices. It is a thrilling and promising research discipline of bioengineering which is 
going to reshape and transform our way of interacting with machines. This is also going 
to improve human healthcare system and human functionalities.  
 
 

 

Figure 1: An abstract model of Human Machine Interface. 

 

2.2: Importance of Human Machine Interface 

According to World Health Organization (WHO) and World Bank Group, in our current 
world, there are about 200 million people suffering from disability of various kinds. This 
disability leads people to go through considerable challenges in functioning. And, in the 
coming years, disability situation is going to exacerbate. It is because the number of 
ageing population is on the rise. In addition with that, the risk of disability in ageing 
people is also increasing. 
 
There are various causes of these disabilities. Some people get born with it. And, again 
some people get it as a result of an accident or aging. No matter how the disability is 
caused, it maims the person and makes him dependent on other people for care and 
wellbeing. But, if HMI technology is used the person can take care of himself on his own. 
He can do the entire necessary task by himself via the machine. Thought controlled 
wheelchair, thought controlled robotic arm, thought controlled robotic leg, etc. are 
some examples of this kind of technology. 
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Figure 2: An example of Human Machine Interface- a robotic leg. 

 

HMI based robotic leg is used as a compensation of the original leg. This robotic leg is 
used autonomously like the original leg using HMI. HMI uses biological signal generated 
by the human body to accomplish it. 
 
People may also lose their functionalities without losing any body parts. For example, 
severe depression causes people immense loss of their functionalities. People may lose 
sleep, attention, composure, memory, performance and peace of mind, etc. As a result 
of scathing depression; which is an ever increasing phenomena among people in 
industrialized and urbanized society. There are BMI devices which help and train people 
to meditate and tackle stress; and thereby to get rid of depression. 
 

2.3: HMI Technology 

Human machine interface can connect between human and machines two ways: direct 
way and mediate way. While connecting direct way, user intentions such as: - gesture, 
speech, vision or physiological and neurophysiological signals are used as input. This 
mode of connection is used to generate commands and services which compensate for 
physical impairment of the disabled people so that they can do their day to day tasks by 
themselves. This kind of HMI is called assistive HMI. And, it is focused on restoring lost 
functionalities of disabled people [5]. 
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Figure 3: An overview of assistive HMI technology [1]. 

 
 Person connects with machines via HMI technology. A disabled person can connect with 
a particular machine based on the nature of his disability and perform desired tasks. 
Here, user intentions such as: - gesture, speech, vision or physiological and 
neurophysiologic signals are used as input. 
 
 HMI technology can also make connection between human and machine using virtual 
environments, graphical user interfaces, and collaborative software agents. This is the 
mediated way of communicating. 
 

2.4: Brain Machine Interface 

Brain Machine Interface (BMI) is a type of HMI that establishes direct communication 
between human or animal brain and machines [6]. This technology is also known as 
brain computer interface (BCI) or direct neural interface (DNI). BMI technology use brain 
generated complex neurophysiologic activity as input signal, which is later interpreted 
into control commands to perform target tasks and actions. This field of research is 
going to revolutionize the medical treatment of disabled individuals who cannot 
otherwise physically communicate with their environment and perform essential day to 
day chores. 
 

 

Figure 4: An abstract model of BMI 
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2.5: Type of BMI 

There have been three types of BMI [7]:  
1) Invasive BMI 

2) Non Invasive BMI 

3) Partially Invasive BMI 

While using invasive BMI technology wires are placed inside the grey matter of the 
brain. This technology measures from a single or a few neurons. While using non-
invasive BMI technology electrodes are placed on the surface of the scalp so that 
activities could be measured from a huge group of neurons. In partially invasive BMI 
technology wires are placed inside the brain but above the grey matter of it. 
 
 

 
 

Figure 5: A picture showing both invasive and non-invasive BMI. 

 

Invasive technology implements wire directly into the Grey matter of the brain. 
Noninvasive BMI technology put a set of electrodes on the surface of the scalp. 
Invasive BMI technology generates better input signal. But, this technology is 
sophisticated and sensitive which requires highly specialized people to manipulate with. 
On the contrary, noninvasive BMI technology does not generate input signal as good as 
invasive BMI technology, but this technology is less sophisticated hence easy to 
manipulate with. 
 

2.6: BMI Technology 

When we use conventional interface to connect and communicate with machines, we 
use input device like keyboard, mouse, pen, etc. BMI system does not require this kind 
of input devices, as it directly connects machines with thoughts. To read the thoughts 
the neurosignals are monitored via sensors, and then these neurosignals are fed to 
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machine learning algorithm.  Biosignals patterns are identified through decoding by the 
algorithm to generate desired commands and services [8]. 
 
 

 
 
 A user, who is incapable of using a mouse, uses cursor via BMI. User thinks of moving 
the cursor, it generates brain signals, implanted electrode read the signals, and then 
signals are fed to the machine learning algorithm in the computer, the algorithm 
decodes and interpret the signals and generates desired actions. Thus, user thoughts are 
executed directly using brain machine interface.  
 

2.7: BMI Application 

Applications using brain machine interface are being developed in wide range of fields, 
such as: - medical applications, education, self-regulation, gaming, entertainment, etc. 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: A user using BMI 
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2.7.1: Thought Controlled Robot 

 

 

Figure 7: A thought controlled robot 

 
A thought controlled robot is a robotic agent which can be controlled and commended 
by the thought of a human. Individual can control the movement of the robot his 
thought. He can also make the robot to pick, move, bring or sort objects. 
 

2.7.2: Thought Controlled Wheelchair 

 

 

Figure 8: A thought controlled wheelchair 

 
 A thought controlled wheelchair is a wheelchair which can be moved by the thought of 
user. This is a revolutionary technology for the people who cannot walk and move. 
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2.7.3: Neuroprosthetics 

 

 

Figure 9: A robotic hand 

 
A robotic hand can be controlled via user thought. People who has lost hand or who 
does not have a functioning hand can use this and does day to day chores like picking, 
holding, moving, placing and sorting objects without help from anybody else. 
 

2.7.4: Gaming 

 

 

Figure 10: BMI Gaming 

 
BMI technology is going to revolutionize the gaming industry. Here, in this picture, two 
people are playing a game using noninvasive BMI. A player can control his gaming agent 
in the gaming environment using only his thought without any need of keyboard, mouse 
or joystick. This is going to make gaming more fun and lively. 
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2.7.5: Sleeping and Dreaming 

 

 

Figure 11: A user wearing an Aurora dream headband 

 
Aurora dream headband is a BMI technology which is developed to enable sleeping, to 
enhance and track the quality of sleep and to control dreams. 
 

2.8: BMI Devices 

There are so many brain machine interface device in the market, which have been 
developed to perform so many different tasks and to fulfill so many different purposes. 
Here are some of them: - 

2.8.1: Star Wars Science - Force Trainer Game 

Star Wars science - force trainer, is a gaming device which is very fun to play. User wears 
the headset; the headset has multiple electrodes placed onto it which collects signals 
from the brain as input. This input is used to control a physical ball in the tube. The user 
can move the ball up or down via his thinking. It was developed by Uncle Milton 
Industries. 
 
 

 

 

 

 

 

 

 

 

Figure 12: Star Wars Science - Force Trainer Game 
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Table 1: Star Wars Science - Force Trainer Game Description. 

Name  Star Wars Science - Force Trainer Toy  

Maker  Uncle Milton Industries  

Features  Å Bluetooth headset that reads 
and interprets your brainwaves 

Å Holograms featuring different 
Jedi Challenges from the Star 
Wars galaxy 

Å 10 levels of Jedi Training 
Å Music, sound effects, and 

personal instruction from 
Master Yoda 

Å ¢ƘŜ CƻǊŎŜϰ ¢ǊŀƛƴŜǊ LL !ǇǇ ǿƛǘƘ 
Episode 7 Update  

Å Science learning poster 
included 

Required  Works with most popular tablet devices 
including iPad (iPad 2 - 2011 and newer) 
and Android devices (Samsung Galaxy 
Tablet 10.1 recommended). 

 
 

2.8.2: Aurora Dream Headband 

Aurora Dream Headband is a neuroheadset device which is made by iWinks; iWinks 
makes products based on neuroscience and machine learning. The company is founded 
by Daniel Schoonover and Andrew Smile, they made it mostly to study and manipulate 
sleep. Aurora Dream Headband was first released on July, 2015. The device uses both 
bio-sensors and motion sensors. It is a wireless device. It can be used for sleep tracking 
purposes; it can identify different sleeping stages; it can keep track of the duration of 
each stages; it can also record the data. Aurora Dream Headband can be also used for 
sleep enhancement; it is a sleep enabler device. It can enhance and manipulate lucid 
dreaming. It also supports alarm clock to wake user up. It is compatible with various 
mobile phone applications and also supports internet of things. 
 
!ǳǊƻǊŀ 5ǊŜŀƳ IŜŀŘōŀƴŘ ǘŜŎƘƴƻƭƻƎȅ ǳǎŜǎ !L ǘƻ ƭŜŀǊƴ ŀōƻǳǘ ǳǎŜǊΩǎ ǎƭŜŜǇƛƴƎ ǇŀǘǘŜǊƴΦ Lǘ 
ǎǘƻǊŜǎ ǳǎŜǊΩǎ ǎƭŜŜǇ ǎǘŀǘƛǎǘƛŎǎΦ {ƭŜŜǇ ǊŜǎŜŀǊŎƘ is always going on at iwinks. An individual 
can learn about his sleep health by submitting his sleep stats to iWinks. 
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Figure 13: Aurora Dream Headband 
 
 
 

Table 2: Description of Aurora Dream Headband. 

Name  Aurora Dream Headband 

Maker  iwinks  

Release Date  July 2015  

Sensor  Bio Sensor: 
Å Brainwaves (EEG) 
Å Eye Movements (EOG) 
Å Muscle Tension (EMG) 
Å Heart Rate (ECG) 

Motion Sensor: 
Å 3-Axis Accelerometer 
Å 3-Axis Gyroscope 
Å Orientation Detection 

Power / Connectivity Å USB rechargeable/updateable 
Å Connects with modern smart devices 
Å Built-in protection circuit 

Free SDK Å Bio Sensor Data 
Å Motion Sensor Data 
Å Real-time sleep stages 
Å Ambient Temperature 
Å LED control 

Uses Å Consumer Sleep Device 

 

2.8.3: Muse Headband 

Muse Headband is made by InteraXon. It was first released on April, 2014. It uses 7 
sensors; it is a Bluetooth device. User can use Muse Headset as personal medication 
assistant. Our mind is sometime calm and again active sometimes. Muse can lead our 
mind into calm states. While meditating, muse can evaluate if our mind is active or calm; 
ōŀǎŜŘ ƻƴ ǘƘƛǎ ŜǾŀƭǳŀǘƛƻƴ aǳǎŜ ŎǊŜŀǘŜǎ ŦŜŜŘōŀŎƪΦ ²ƘŜƴ ǳǎŜǊΩǎ ƳƛƴŘ ƛǎ ŀǘ ŎŀƭƳ ǎǘŀǘŜΣ ǳǎŜǊ 
ƘŜŀǊǎ ǇŜŀŎŜŦǳƭ ǿŜŀǘƘŜǊ ǎƻǳƴŘǎΦ ²ƘŜƴ ǳǎŜǊΩǎ ƳƛƴŘ ƛǎ ŀǘ ǿŀƴŘŜǊƛƴƎ ǎǘŀǘŜΣ ǘƘŜ ǿŜŀǘƘŜǊ 
will intensify, guiding him back to a calm state. 
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Table 3: Description of Muse Headband. 

Name  MUSE  

Maker  InteraXon  

Release Date  April 2014  

Sensor  Å 7 sensors; 5 front (2 active, 2 DRL, 1 reference), 2 active 
behind ears 

Å Bluetooth  

Uses  Å reduce stress and improve focus 

Applications  1. control your iPhone or Android device with your mind 
power 

2. MuseIO, MuseLab, MusePlayer, LibMuse 

 

2.8.4: MindWave Headset 

MindWave Headset is produced by NeuroSky. It was first made available to the public on 
November 22, 2012. MindWave offers EEG technology for home use. MindWave is a 
very lightweight device; it is a wireless headset technology which uses safe and passive 
biosensors. To detect states of attention and meditation, MindWave Headset is very 
suitable. It can safely measure brainwave data; it can also transfer and communicate 
ōǊŀƛƴǿŀǾŜ Řŀǘŀ ǘƻ ŎƻƳǇǳǘŜǊΣ ŀƴŘǊƻƛŘ ŀƴŘ ƛƻǎ ŘŜǾƛŎŜǎ ǘƻ ǎŜŜ ǳǎŜǊΩǎ ōǊŀƛƴǿŀǾŜǎ ŎƘŀƴƎŜ ƛƴ 
real time. Using this technology, user can even monitor his level of attention and 
relaxation in real time. 
 

Figure 14: Muse Headband 

https://www.indiegogo.com/projects/muse-the-brain-sensing-headband
https://www.indiegogo.com/projects/muse-the-brain-sensing-headband
http://www.choosemuse.com/developer-kit/
http://www.choosemuse.com/developer-kit/
http://www.choosemuse.com/developer-kit/
http://www.choosemuse.com/developer-kit/
http://www.choosemuse.com/developer-kit/
http://www.choosemuse.com/developer-kit/
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Figure 15: MindWave Headset 

 
 

Table 4: Description of MindWave Headset. 

Name  MindWave Headset  

Maker  NeuroSky  

Release 
Date  

November 22, 2012  

Measures  ω wŀǿ-Brainwaves 
ω tǊƻŎŜǎǎƛƴƎ ŀƴŘ ƻǳǘǇǳǘ ƻŦ 99D ǇƻǿŜǊ ǎǇŜŎǘǊǳƳǎ  
ω tǊƻŎŜǎǎƛƴƎ ŀƴŘ ƻǳǘǇǳǘ ƻŦ bŜǳǊƻ{ƪȅ ǇǊƻǇǊƛŜǘŀǊȅ Ŝ{ŜƴǎŜ ƳŜǘŜǊ ŦƻǊ !ǘǘŜƴǘƛƻƴΣ 
Meditation, and other future meters 
ω 99Dκ9/D ǎƛƎƴŀƭ ǉǳŀƭƛǘȅ ŀƴŀƭȅǎƛǎ  

Physical  ω ²ŜƛƎƘǘΥ флƎ 
ω {ŜƴǎƻǊ ŀǊƳ ǳǇΥ ƘŜƛƎƘǘΥ ннрƳƳ Ȅ width: 155mm x depth: 92mm 
ω {ŜƴǎƻǊ !ǊƳ ŘƻǿƴΥ ƘŜƛƎƘǘΥ ннрƳƳ Ȅ ǿƛŘǘƘΥ мррƳƳ Ȅ ŘŜǇǘƘΥ 
165mmHeadset Diagram  

Bluetooth  Version 3.0  

Others  ω .¢ aƛƴƛƳǳƳ ±ƻƭǘŀƎŜΥ мΦл± 
ω .¢ tƻǿŜǊ /ƻƴǎǳƳǇǘƛƻƴΥ улƳ!  
ω [ƻǿ .ŀǘǘŜǊȅ LƴŘƛŎŀǘƻǊ мΦм± 

applications  1. The Arduino Prosthesis Using the NeuroSky MindWave 
2. Orbit Helicopter 
3. Neuro Turntable Mobile 
4. NeuroSky MindWave Controlled NXT - 2 

 

2.8.5: Emotiv Insight 5 Channel Mobile EEG 

Emotiv Insight 5-channel is a popular mobile EEG headset. It is made by Emotiv Systems; 
it was first released on July 21, 2015. It can record user brainwaves; it can also extract 

http://learn.parallax.com/educators/inspiration/arduino-prosthesis-using-neurosky-mindwave
http://learn.parallax.com/educators/inspiration/arduino-prosthesis-using-neurosky-mindwave
http://learn.parallax.com/educators/inspiration/arduino-prosthesis-using-neurosky-mindwave
http://learn.parallax.com/educators/inspiration/arduino-prosthesis-using-neurosky-mindwave
http://www.kickstarter.com/projects/puzzlebox/puzzlebox-orbit-brain-controlled-helicopter
http://www.kickstarter.com/projects/puzzlebox/puzzlebox-orbit-brain-controlled-helicopter
http://neurowear.com/projects_detail/neuro_turntable.html
https://www.youtube.com/watch?v=nX741DZw8l4
https://www.youtube.com/watch?v=nX741DZw8l4
https://www.youtube.com/watch?v=nX741DZw8l4
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useful knowledge utilizing these brainwaves. It is mostly used in research fields. It can be 
used to make BCI applications. Emotiv Insight capitalizes on advanced electronics. It 
gives very transparent and robust signals. Emotiv Insight device has 5 EEG sensors as 
well as 2 reference sensors. It is capable of gathering thorough information of user brain 
activity using its high spatial resolution. It is a very lightweight device; it also designed to 
be user-friendly. 

 
 

 
 

 

Table 5: Emotiv Insight 5 Channel Mobile EEG Device Description. 

Name  EMOTIV Insight 5 Channel Mobile EEG 

Maker  EMOTIV Systems 

Release date  Jul 21, 2015  

Signals Å 5 channels: AF3, AF4, T7, T8, Pz  
Å 2 references: In the CMS/DRL noise cancellation configuration 

Signal 
resolution  

Å Data transmission rate: 128 samples per second per channel 
Å Minimum voltage resolution: 0.51˃ V least significant bit 

Frequency 
response 

Å 1-43Hz 

Connectivity Å Wireless: Bluetooth 4.0 LE (May require EMOTIV Universal USB 
Receiver for certain devices) 

Å Proprietary wireless: 2.4GHz band  

Power Å Battery: Internal Lithium Polymer battery 480mAh 
Å Battery life: 4 hours minimum run time  

Applications 1. Mind Workstation 
2. EMOTIV EmoBot 
3. Cortex Arcade 

 

 

 

Figure 16: Emotiv Insight 5 Channel Mobile EEG 

http://emotiv.com/product/mind-workstation/
http://emotiv.com/product/emobot/
http://emotiv.com/product/emobot/
http://emotiv.com/product/cortex-arcade/
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2.8.6: Emotiv Epoc + 14 channel mobile EEG 

The Emotiv EPOC+ 14 channel is a research grade neuroheadset. It has high resolution. It 
can do Neuro-signal acquisition and processing. It is a wireless device. It is built by 
Emotiv Systems. It was first released on 21 December, 2009.  A set of sensors is used by 
it to tune into electric signals generated from the user brain. These signals are utilized to 
ƛŘŜƴǘƛŦȅ ǳǎŜǊΩǎ ƳŜƴǘŀƭ ǇǊƻŎŜǎǎŜǎ ƭƛƪŜ- thoughts, feelings, expressions, etc. This device 
connects wirelessly to most PCs. It has 14 saline sensors which in turns offer optimal 
positioning and accuracy. It is very good for research purposes. 

 

Figure 17: Emotiv Epoc + 14 channel 

 
 

Table 6: Emotiv Epoc + 14 channel Description. 

Name  EMOTIV EPOC+ 14  

Maker  EMOTIV Systems 

Release Date  21 December 2009  

Signals Å 14 channels: AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, 
F8, AF4 

Å 2 references: In the CMS/DRL noise cancellation 
configuration P3/P4 locations 

Signal 
resolution  

Å Sampling method: Sequential sampling. Single ADC 
Å Sampling rate: 128 SPS or 256 SPS* (2048 Hz internal) 
Å Resolution: 14 bits 1 LSB = 0.51˃V  
Å Bandwidth: 0.2 ς 43Hz,digital notch filters at 50Hz and 60Hz 
Å Filtering: Built in digital 5th order Sinc filter 
Å Dynamic range (input referred): 8400˃ V(pp) 

Connectivity Å Wireless: Bluetooth® Smart 
Å Proprietary wireless: 2.4GHz band 

Power Å Battery: Internal Lithium Polymer battery 480mAh 

Applications 1. Brain Driver 
2. Brain Controlled Wheelchair 
3. Emotiv Epoc Brain Activity Map   
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2.9: Conclusion 

BMI allows a user to connect with machines directly, so that he can communicate with 
the outside world and get things done controlling the machines. It makes the use of 
conventional input devices redundant. It uses signal generated from the brain activity as 
input. It then feeds these signals to machine learning algorithm; which generates 
command to be done by the machines. BMI could be very vital for rehabilitation 
purposes. There are already several uses of BMI for rehabilitation purposes, such as- 
thought controlled wheelchair, thought controlled robot, bionic arm, etc. Aurora, 
MindWave, Muse, Emotiv Epoc, Emotiv Insight, etc. are some of the neuroheadset 
devices used in, while working with BMI technology. Among these Emotiv is the most 
suitable for research grade BMI activities. 
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Chapter 3: Processing of EEG Signals 

3.1: EEG Signals Processing Steps 

There are several steps from taking row signals to the meaningful command. First we 
record brain signals, process is called Electroencephalography is an electrophysiological 
observing method to record the brain electrical activity. Brain is complex organ 
composed of numerous glial cells and neurons which transport information using 
electrical and chemical signals. Brain interface technology using the electrical brain 
signals for analyzing and making experimental applications. Electrode for taking brain 
signals is the most important part of recording neural movements or in stimulating 
neural cells. It is mainly non-invasive, where electrodes placed along the scalp. Invasive 
electrodes are also sometimes used in experiment of neural signals. EEG measures 
voltage variations as the result of ionic current within the brainΩǎ ƴŜǳǊƻƴǎ. In, chapter 7 
we will discuss details about our brain signal recording. After recording, we processing 
the signals, in this step we de-noise the signals, remove artifacts and simplify signals. 
Then we extract features. A feature represents a characteristic property, an accredited 
measurement, and a functional component acquired from a division of a pattern. 
Extracted features are should be like that purpose to minimize the loss of important 
information attached in the signal. In pattern recognition, a feature is a characteristic or 
an individual measurable property of a phenomenon being performed. It is necessary to 
keep the complexity minimum of implementation, to information processing cost 
minimum, and compress the information easily which need less potential to compress. 
Most recently, a various number of methods have been used widely to extract the 
features from EEG signals, such as Fast Fourier Transform (FFT, Eigenvector Methods 
(EM), Time Frequency Distributions (TFD), Wavelet Transform (WT) and Auto Regressive 
Method (ARM) and so on. After extracting features, we minimize features and select 
those features which are best suited for our experiment. Then by using different kinds of 
classification algorithms like dichotomiser 3, gini index, one R, bayesian, naive bayesian 
and so on, we classify the signal and get meaningful command. In chapter 5, we will 
discuss about classification methods we used to classify brain signals and in chapter 6, 
we will discuss about our result. In figure 18 showing the steps of signal processing. 
 

https://en.wikipedia.org/wiki/Brain
https://en.wikipedia.org/wiki/Ion_current
https://en.wikipedia.org/wiki/Brain
https://en.wikipedia.org/wiki/Pattern_recognition
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Figure 18: EEG Signal Processing Steps 
 

3.2: Recording of EEG Signals 

In the EEG recording, recorded waveforms reflect the cortical electrical activity [11][17]. 
EEG activity is measured in microvolts (µV). The main frequencies of the human EEG 
waves are: 

¶ Delta: has a frequency of0.1-4 Hz. It has the highest in amplitude and the slowest 
waves. It occurs include deep sleep, pathologies and comatose state. 

¶ Theta: has a frequency of 4 - 8 Hz. It occurs include sleeping, abnormal in awake 
adults. 

¶ Alpha: has a frequency between 8 - 12 Hz. It appears when closing the eyes, 
thinking, calculating and awake but relaxed. 

¶ Mu: has a frequency between 8-12 Hz. It is sensorimotor cortex activity. 

¶ Beta: has a frequency of 12- 30 Hz. It occurs include brain processes, anxiety and 
arousal. 

¶ Gamma: has a frequency of 30 ς 90 Hz. It occurs include high mental activity, 
burst of physical activity and anxiety. 

 

 

Figure 19: Types of Brain Signals 
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3.3: Artifacts 

In signal processing and natural science, an artifact is any error in the observation or 
representation of any information [16].We can classify artifacts in two major class- 
Biological Artifacts and Environmental Artifacts. 
 

¶ Biological Artifacts: Electrical signals detected from scalp by an EEG but which 
produce from non-cerebral origin are called biological artifacts. Some of 
biological artifacts include- Eye Induced Artifacts, ECG (cardiac) Artifacts, 
EMG (muscle activation) Induced Artifacts, Gloss Kinetic Artifacts[21] [23]. 

¶ Environmental Artifacts: Electrical signals detected from scalp by an EEG but 
which produce from outside the body by movement of patients or just settling of 
the electrodes may cause electrode pops, spikes is called environmental artifacts 
[21] [23]. 

 

 

Figure 20: Brain Signals Artifacts 

3.4: Artifact Correction 

 

Figure 21: Correction of Artifacts [9] 


































































































