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Abstract

Active learning also known as an optimal experimental design, is a process for building a classifier or learning model with less number of training instances in the semi-supervised setting. It’s a well-known approach that is used in many real-life machine learning and data mining applications. Active learning uses a query function and an oracle or expert (e.g., a human or information source) for labeling unlabeled data instances to boost up the performance of a classifier. Labeling the unlabeled data instances is difficult, time-consuming, and expensive. In this paper, we have proposed an approach based on cluster analysis for selecting informative training instances from large number of unlabeled data instances or big data that helps us to select less number of training instances to build a classifier suitable for active learning. The proposed method clusters the unlabeled big data into several clusters and find the informative instances from each cluster based on the center of the cluster, nearest neighbors of the center of the cluster, and also selecting random instances from each cluster. The objective is to find the informative unlabeled instances and label them by the oracle for scaling up the classification results of the machine learning algorithms to be applied on big data. We have tested the performance of the proposed method on seven benchmark datasets from UC Irvine Machine Learning Repository employing following five well-known machine learning algorithms: C4.5 (decision tree induction), SVM (support vector machines), Random Forest, Bagging, and Boosting (AdaBoost). The experimental analysis proved that proposed method improves the performance of classifiers in active learning with less number of training instances.
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Chapter 1

Introduction

This chapter will present an overview of the depiction of the problem with problem statements. We also discuss about the different research challenges what we are going to face in the whole scenario. The objectives and contributions of this thesis have been presented at the last part of this chapter. The chapter ends with the organization of the thesis.

1.1 Motivation

In the era of big data, data are always generated and already reached in a volume of more than 1000 Exabyte and is expected in next ten years it will increase 20-fold. Big data mining employing machine learning tools and techniques is the process of organising and analysing an immense volume, variety, and velocity of data for decision making [8 10]. Everyday huge amounts of data are being generated from different sources like cloud, business management and various machines & devices. So this era is for data torrent where in many situations the term Big Data appears. But, most of the time essential data is inaccessible to user due to its incomplete and unstructured types [11 12]. It is a tiring task to manage and arrange out large amount of data, which has to be automated as much as possible [13]. Machine learning algorithms take advantage of simplifying the task of automated digital objects classification [14 15]. For training, the machine learning algorithms take a large amount of labeled data as acceptable classification accuracy is needed [16 17]. Data labelling is time consuming and expensive task as it has to be done manually. In recent years, there has been
prime interest in improving accuracy of classification methods, which tries to exploit unlabelled data [18–21]. The semi-supervised learning methods have been applying to improve the accuracy of unlabelled data classification for last couple of decades. Unlabelled data are often enormous and it is a tedious work to obtain label data from unlabelled data, which is also costly and time consuming process. In terms of labelling unlabelled data, active learning is the process of classifying semi-supervised data in machine learning [7].

In supervised learning, for achieving accurate predictive model a bunch of labeled training instances are needed [22]. But, the performance of the learning models can be declined due to wrongly labeled/contradictory instances [23]. To label the unlabelled training data an exhaustive and rigorous analysis is needed. Active learning in Reinforcement learning for data mining is a good solution for addressing this problem [24]. An expert/oracle is used in the active learning process to label the unlabelled data that improve the classification accuracy by posing minimum queries to user/expert. The number of training instances to learn a concept in active learning process can often be much lower than the number required in normal supervised learning process. Though manually labelling of unlabelled big data is very challenging and expensive.

### 1.2 Objectives and Research Challenges

In this study, the main purpose is to collect informative instances as less as possible by maintaining the same accuracy of the total dataset through active learning process. Though many methods are established for collecting informative instances by active learning but most of them are for binary or only for one class dataset. Active learning works properly by using informative instances from unlabeled data for supervised big data which is more effective and informative for labeling those unlabeled instances. In addition, finding the most informative instances for semi-supervised big data is too much complex and time consuming. So, our main objectives are to establish a new method in active learning process for collecting informative instances from any types of datasets and for multiple classes. The main objectives of this thesis are as follows:

- Cluster unlabeled instances from big data (semi-supervised) in N number where N will be defined by user.
1.3 Thesis Contributions

- Collect informative instances from each cluster based on random collection of the center of the cluster, nearest neighbor data point of the center of the cluster.
- Label those informative instances by the Oracle/ User.
- Scaling up the classification results.
- Boosting up the performance of existing machine learning algorithm.

So, considering the key objectives of this study, the following are the subsequent research challenges are addressed.

- How to work our framework effectively and efficiently?
- How to find the informative unlabeled instances and label from big data?
- How to apply active learning to use multi-class datasets to predict newly instance accuracy?
- What is the main advantage of applying active learning by using our framework for classification?
- Which machine learning techniques perform better in active learning algorithm?

1.3 Thesis Contributions

The main contributions of this research work are summarized as follows:

1. We synthesized the literature on various active learning techniques for big data analysis and proposed a method using cluster analysis to find informative training instances in active learning for mining semi-supervised big data.
2. We have used different supervised and semi-supervised benchmark data sets from UCI machine learning repository and KEEL (Knowledge Extraction based on Evolutionary Learning) dataset repository with multiple classes.
3. To collect informative instances from unstructured big data, we follow our two major objectives like random collection and collect the Nearest Neighbor point of the center of the cluster.
1.4 Organization of the Thesis

4. Proper training method for the classification is done using KNN (K-nearest neighbors), C4.5 (decision tree inductions), SVM (support vector machine), Random forest, Bagging and Boosting (AdaBoost) on our proposed framework.

5. The performance is evaluated with different machine learning techniques and our experimental outcomes served as an alternative source of knowledge to fill the gaps of the traditional big data reports and surveys.

1.4 Organization of the Thesis

The organization of this thesis is as follows:

Chapter 2 describes literature review of active learning and big data with challenges of active learning and big data analysis also with analytic of active learning and big data management.

Chapter 3 will present proposed active learning method for mining big data. Data collection, processing and selection from clustering. And different machine learning approaches like KNN, C4.5, SVM, Random Forest, Bagging, Boosting, Scaling, Data reducing on our proposed framework.

Chapter 4 will focus on experimental analysis with dataset description, experimental setup and experimental result.

Chapter 5 will discuss about our thesis and conclusion with future work.
Chapter 2

Related Work

We are living in an epoch where data are being generated at a torrent rate which is called big data. Those data are in a different format, structure, size, value, etc. For converting them into a correct format and classifying them we need machine learning. Active learning is a part of machine learning which can classify that huge data set. This chapter is a discussion of the analysis of big data with active learning, its challenges, big data analysis and resolution of active learning for big data management.

2.1 Big Data Analysis with Active Learning

2.1.1 Big Data

In our modern information technology industry data are generated through different sources like various devices, machines, web technologies, social media, mobile, genomics, meteorology, biological, complex physical simulation and environmental research, finance and business to health care, etc. Figure 2.1 shows that different size and speed of data with numerous values, structures, and qualities from several sources are generated big data.

As a result, the rate of data is blowing up at an unprecedented speed. For example, within 2020, more than 30 billion devices will be connected, as estimated by ABI Research. Twitter processes almost 8TB tweets daily and over 70M each day. The behavior of users, their feedback of online transaction these types of information are collecting and selling by most popular sites and social media like Amazon, Google, and
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Facebook. Even different types of apps also collect and sell user information [8, 9, 25–29]. IDC (International Data Corporation) published a report in Figure 2.2, where they showed that from 2018 to 2025, 175 Zettabytes (ZB) digital data will be generated.

World economic forum showed their result in Figure 2.3 of market growth of big data. And Worldwide Big Data market revenues on software and services are projected to increases from $42B in 2018 to $103B in 2027 which is shown in Figure 2.4.

Gartner in 2012 [30] defined big data in more detailed: Big Data are high-volume, high-velocity, and/or high-variety information assets that require new forms of process-
2.1 Big Data Analysis with Active Learning

Figure 2.3: Growth of Big Data [3].

Figure 2.4: Worldwide Big Data Market Size Revenue [4].
2.1 Big Data Analysis with Active Learning

In addition, HACE theorem is proposed by Xindong Wu et al. [8] where features of big data were characterized and from the data mining perspective big data processing model also proposed. Various explanations exist in the definition of big data from 3Vs to 4Vs. Doug Laney and Wu et al. used 3Vs as fundamental characteristics for defining Big data. Those 3Vs are i) volume ii) velocity and iii) variety which indicates the types and sources of data ranges [8, 32]. In 2013 both Berman and Katal et al. [33, 34] argued that for a special requirement and better description more Vs with other characteristics also exist in Figure 2.5.

![Figure 2.5: Characteristics of Big Data](image)

By using big data revolution many industries, government, scientific field, economic and social sector become able to extract valuable insight and optimize their plan with strategies by taking decision from insight. Different models, opportunities, examples, and projects in many sectors such as politics, commerce, healthcare, tourism etc. are proposed by Fatima-Zahra Benjelloun et al. [35] in 2015. By using Big data tools and approaches, recent research for Health Informatics is presented by Matthew Herland et al. [36] in 2014, where she showed that data gathered at multiple levels, including molecular, tissue, patient and population levels and medical science finds a way to analyze in best way and answer as many medical questions as possible. In distributed
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computing system e-science which is computationally intensive science, is implemented usually and by using e-science many big data application issue can be resolved [37, 38].

In Big Data analytics and knowledge discovery machine learning techniques plays a vital role with advances in available computational power [39–42]. Machine learning takes the advantage of simplifying the task of automated classification of big data [14, 15]. In data mining model for lightening the processing model feature selection has been used popularly. For performance evaluation a collection of Big Data with exceptionally large degree of dimensionality are put under test of new feature selection algorithm was proposed by Simon Fong et al. [43] in 2015. At the same year in 2015, Yanfeng Zhang et al. [44] designed and implemented incremental process which is the promising approach to refreshing the mining results and to avoid the expense of recomputation from scratch it utilizes previously saved states. It was the extension to Map-Reduce which is used most widely as a framework for mining Big Data.

2.1.2 Active Learning

Today’s world is technology world where every moment data is generated in an infinite rate that we can say that we are living in data deluge. Most of the time those data are in different format, structure and due to their incompleteness and unstructured types it is inaccessible to user [9]. To organize and conduct those large amounts of data which need to be automated is an exhausting work.

![Active Learning for Labeling Unlabeled Data](image)

Figure 2.6: Active Learning for Labeling Unlabeled Data [6].
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The algorithm of machine learning takes this tedious work to classify the digital object and for doing this work we need to train our machine by giving large amount of labeled data with classification accuracy. Though data labeling is the most costly and swallowing work but in recent years, exploiting unlabeled data is the prime interest \[45\]. Unlabeled data is often enormous and not difficult to obtain but it is a tedious work to obtain label data which is costly and time consuming. In terms of labeling unlabeled data, active learning uses oracle or human experts for labeling the unlabeled data by applying query function. In supervised learning or classification, for achieving accurate predictive model, a bunch of correctly labeled training instances are needed \[22\]. The performance of the learning models can be declined due to wrongly labeled or contradictory instances \[23\]. To label the unlabeled training data, an exhaustive and rigorous analysis is needed. Active learning in Reinforcement learning for data mining is a good solution for addressing this problem \[24\].

An expert or oracle is used in the active learning process to label the unlabeled data that improve the classification accuracy by posing minimum queries to user or expert. The number of training instances required to learn a concept in active learning can often be much lower than the number required in traditional supervised learning process. Though manual labeling of unlabeled big data is very challenging and expensive. Active learning in machine learning is the process of achieving high classification results using less number of training instances to learn a concept that can often be much lower than the number required in typical supervised learning. It interactively queries an expert to label the unlabeled instances.

The objective is to train a classifier with the help of the expert knowledge to improve the performance of the classifier \[46\]. Suppose, we have a semi-supervised data set, \(D\), which contains both labeled instances, \(D_L\) and unlabeled instances, \(D_U\). Initially, \(D\) is bifurcated into \(D_L\) and \(D_U\). Then, a classifier or the learning model, \(M^*\) is trained using labeled data, \(D_L\). In contrast, a subset of unlabeled instances, \(X_U \in D_U\) is chosen from the unlabeled data \(D_U\) and the expert or the user is requested to label \(X_U \rightarrow X_L\). Finally, \(X_L\) is added to \(D_L\) and re-trained the ensemble model, \(M^*\) again. This process continues until the user is satisfied. The main challenge in active learning is to select the subset of unlabeled instances from the original unlabeled data. The process of active learning is illustrated in Figure \[2.7\].
2.2 Challenges of Active Learning and Big Data Analysis

We have faced some important challenges which already exists when we analyse active learning and big data. In this part we are going to discuss about those challenges.

2.2.1 Challenges of Big Data

Large size, heterogeneous, autonomous sources of data known as big data with decentralized and distributed control and need to pursue complicated and evolving relationship among data. For discovering useful knowledge from Big Data those characteristics fall it an extreme challenge. P. Ahrens [47] and N Gudivada et al. [48] discussed the challenges of big data, that is how we can acquire, store, transfer, search, share, analyze and visualize those data. The main problem of big data is storing and retrieving. Leskovec et al. [49] in 2011 stated in their book that explore the huge volume of data and for future action finding the knowledge and useful information is the most fundamental challenge for Big Data applications. RDBMS (relational database management system) are able to handle traditional data management and analysis systems and these
only applicable for structured, semi-structured and unstructured data but not able to handle huge volume and heterogeneity of big data. The barrier of the development of big data applications are discussed in some literature and the main challenges of big data are: Data representation, Redundancy reduction and Data compression, Data life cycle management, Analytical mechanism, Data confidentiality, Energy management, Expendability and scalability, Cooperation, Data with a larger scale, higher diversity, and more complex structures. In particular, big data safety is confronted with the security related challenges like Big data privacy, Big data safety mechanism, Big data application in information security, Data quality. Data inconsistency and incompleteness, scalability, timeliness and data security are also the challenges of big data. Many methods already applied for security purposes and secure sum protocol is one of them. In 2015, Jahan et al. designed a secure sum protocol by using trusted third party where they proved that their security is stronger and its complexity is also better than others. In 2013, Katal et al. discussed the main challenges for the IT professionals and analytical challenges of big data. The first challenge is to design of such systems which would be able to handle such large amount of data efficiently and effectively and the other one is to filter the most important data from all the data collected by the organization.

In 2015, for confronting software architects, Ian Gorton, John Klein described the challenges of Big Data systems. Both data and deployment architectures are tightly linked to the distributed software architecture quality attributes this also showed up. To design the solution based on quality strategy such as scalability, availability and performance based on specific big data technologies, helps the researchers to think of a particular technology to a specific set of architecture tactics.

In literature and analyze big data challenges with data mining. In 2013, though Fan and Bifet discussed the challenges of Big data with data mining but no possible solution and classification of those challenges is not provided. Wu et al. in 2014 discussed challenges according to the V's dimensions into three tires categorization, Tier I, Tier II and Tier III and consider that data mining deals with machine learning, shows in Figure Big Data mining platforms is in Tier I which is the center of the research challenges of three tier structure. Accessing and computing of low-level data is focused in this tier. User privacy issue, application domain knowledge and high-level semantics are concentrated by Tier II. Data sharing with privacy and big data
application domain with knowledge are the most two important issues of this tier. And last tier, Tier III can handle challenges on Big Data Mining algorithms.

2.2.2 Challenges of Active Learning

As the goal of active learning is to achieve high accuracy by using a smaller number of instances, in most active learning the common challenge is to construct a good classifier as initial classifier contains the performance of active learning. Another common challenge is cost, as it’ll be too much costly for manual labeling. An active learning algorithm may waste labeling budget and label on meaningless example by designing poor classifier.\[59\]

In 2012, Lughofer [60] concerned another new challenge which could be faced in many industrial systems. Based on the sample selection, after trained an initial classifier is needed to update and evolve the classifiers during on-line operation phase. In 2012, Zliobaite et al. [61] showed some additional challenges for active learning. For streaming data, at that time data distribution may changes and models need to be adopted with those changes. In order to acquire effective achievement for labelling strategies they
defined three requirements. Their first strategy was, the machine needs to be able to label data at any time so that the budget will not be exceeded over time. The second strategy was, to be able to adapt to changes over all the instance space a strategy should query. The last one was, for any kind of unbiased changes, monitoring and detection strategy need to preserve in the input data distribution.

2.3 Analytics of Active Learning and Big Data Management

The processing capacity of traditional systems already exceeds the management of storage system due to increasing amount of big data [62]. By experts and practitioners, distributed computing has been widely used, to boost up sequential solutions in medium-size data before the advent of Big Data [8].

Nowadays, Map-Reduce is the parallel programming able to handle big data processing for public cloud computing platform where Big Data services are provided. In machine learning and data mining algorithm Map-Reduce parallel programming is applied. For enhancing the real-time nature, large-scale data processing have been received a significant amount of attention for improving the performance of Map-Reduce [8]. To handle different types of structured and unstructured data in various Map-Reduce framework like: Apache Hadoop, Skynet, Sailfish and File-Map have been developed [35]. Based on the simple Map-Reduce programming model on multi-core processors, Chu et al. [41] in 2006 proposed a method which is applicable to a large number of machine learning algorithms. In this framework, k-Means, Naïve Bayes, Linear SVM, Gaussian discriminant analysis, expectation maximization, the independent variable analysis, back-propagation neural networks and locally weighted linear regression algorithm these 10 data mining algorithms are introduced.

In 2017, Sowmya and Suneeth [9] proposed a research work in the development for real time application in Big Data of single platform. Their work was form of 3 abstraction levels which is shown in Figure 2.9.

The three abstraction levels were, i) Data Acquisition which is consist of data collection, transmission, and pre-processing units, ii) Data Processing which is the part of storage and integration of data by using different transformation method to obtain process data, and the last part was iii) Data Services/Retrieval which provide
For predicting the classification accuracy from unlabeled big data, active learning is needed to select a minimum number of unlabeled instances which is very demanding work. In each iteration, the process of querying the expert for labeling the unlabeled data makes the process slow and costly but active learning needs to increase the accuracy by using a minimum number of instances. Pool based active learning is used to select instances from unlabeled data. In 2014-15, Demir and Guo [63, 64] mentioned different methods for selecting instances like representative sampling, uncertainty sampling, random sampling, local uncertainty sampling, committee based active learning, etc. A common strategy of active learning is the classifier-based sampling where uncertainty builds in a classification [65, 66]. To evaluate the uncertainty of the data from the active pool for visual concept recognition, a semi-supervised batch mode multi-class active learning algorithm presented by Yang et al. in 2015 [67]. Though depending on the pool set, classification performance is varied but this method can evaluate the informativeness and exploit uncertainty into multiple classes.

In 2016, Dimitriadou et al. [68] proposed an Active Learning-based approach for Interactive Data Exploration (AIDE) where several exploration techniques are presented and a number of samples are presented in a minimizes way. To explore both labeled and unlabeled data-set in a two-way process (forward and Backward), a bi-directional active learning algorithm is proposed by Zhang et al. [67] in 2015. In 2016, Park and Kang
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[69] proposed an active learning method which can compute the selective probability by measuring the method of concept drift on the data stream. A query-by-committee framework is introduced by Dou et al. [70] in 2017, where no previous labeled data is needed. A new strategy for data-driven classifier was proposed by Edwin Lughofer [60] in 2012, where initial learner or labeling was not required. By using this method from off-line training phase samples are selected and most informative instances exist near the center of the cluster and the border of the cluster. Following a certainty-based criterion called on-line training, the samples are updated incrementally. This method is a combination of both unsupervised and supervised active learning thats why this method is called hybrid active learning. Another method which is almost similar to the hybrid method was established in 2009 by Hu et al. [71], where based on random selection pre-labeled examples from initial collection are needed. In this method incrementally update classifier is not included for any types of on-line active learning.

2.4 Summary

Active learning is a part of machine learning that can classify a huge set of unlabeled big data. The algorithm of AL(Active Learning) performs the tremendous work of classifying and labeling digital object using less number of training instances with the help of oracle/expert knowledge. There are many challenges exist regarding big data management and including data security. Though AL works efficiently although there is a high chance of misclassification if it cannot collect informative instances properly.
Chapter 3
Proposed Method

This chapter will be a discuss about different types of approaches which is used in our
proposed framework of active learning for mining big data.

3.1 Approaches of Our Proposed Framework

In our framework, we have proposed two objectives for collecting informative training
instances in the active learning process for supervised and semi-supervised big data
analysis. These are:

- To collect Nearest Neighbor data point of the center of the cluster
- To collect informative instances randomly from each cluster.

After collecting data by using these objectives, we have used five classification methods
to predict the accuracy of providing new test data and for clustering, scaling and data
reducing method is used. These are:

3.1.1 C4.5 (Decision Tree Induction)

C4.5 is the classifier used in Data Mining which can generate a decision by using a
certain sample of data and a decision tree. The most common conventional decision
tree was ID3. But ID3 had some problem and faced over-fitting. To tackle those
problem new decision tree C4.5 comes, which also able to handle missing value and by
using continuous data, C4.5 can generate a generalized model.
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3.1.2 SVM (Support Vector Machine)
SVM is used in both classification and regression problem. The main objective of SVM is to find N-dimensional hyper-plane where N is the number of features. Each data item is placed in the value of a particular coordinate that distinctly classifies the data points.

3.1.3 Random Forest
Random Forest is an ensemble learning method for classification and regression. It is called ensemble learning because it combines more than one algorithm for classifying objects. It can build multiple decision trees and to get more stable and accurate prediction, then it merge those decision trees and take a vote for final consideration.

3.1.4 Bagging
Bagging is a bootstrap aggregation which is a simple and powerful ensemble method used in statistical classification and regression. Though this method is also ensemble like the random forest, but it can avoid over-fitting and can reduce the variance which had high variance.

3.1.5 Boosting
Boosting is an ensemble method that combines weak learners to form strong classifier. Three boosting algorithms exist they are: AdaBoost (Adaptive Boosting), Gradient Tree Boosting and XGBoost. In our framework, we have used Adaboost algorithm which is more popular for boosting the performance of binary class classification problem of the decision tree. It is also sensitive to noisy data and outliers. By giving weights it can generate rules for finding weak learner and strong classifier.

3.2 Proposed Framework
Active learning is a technique to build a classifier with a minimum number of training instances. In this section, we have discussed our proposed framework of active learning of big data analysis. The idea of active learning is that if a classifier can be trained
using the selected smaller number of training instances, it can perform better than traditional machine learning methods.

3.2.1 Proposed Active Learning Framework for Mining Big Data

We have proposed our framework for both supervised and semi-supervised data set, although we have focused our framework for providing perfect accuracy of semi-supervised dataset. In our proposed framework we have worked on a collection of semi-supervised big data, D. We divide these semi-supervised big data D into two subsets, labeled data $D_L$ and unlabeled data $D_U$. By using labeled data $D_L$ we generate a model/classifier $M$. On the other hand, we divide $D_U$ into several cluster $\{C_1, C_2, \cdots, C_k\}$ where each cluster have sub-datasets $\{D_1, D_2, \cdots, D_n\}$ and each sub dataset contain instances $\{x_1, x_2, \cdots, x_N\}$.

Figure 3.1: Proposed Active Learning Framework.
3.3 Summary

According to the way of active learning we need to collect informative instances from each cluster by using our proposed method. From each cluster $C_i$ we collect informative instances in two ways. Firstly, $X_U$ is collected from the nearest neighbor data point of the center of the cluster and secondly, $X_U$ is collected from randomly taking instances from each $C_i$. After collecting unlabelled training instances, we labeled those instances with the help of user or oracle by using generated model $M$ and update $D_L$ by adding those labeled instances. Finally, we retrained the classifier $M$ again by updated $D_L$. When new test data comes, updated generated model $M$, predict the accuracy. Figure 3.1 shows the whole procedure of our proposed framework. Algorithm 1 illustrates the proposed framework of active learning of big data analysis.

Algorithm 1 Proposed Active Learning

**Input:** Semi-supervised data, $D$;

**Output:** An active learning model, $M$;

**Method:**

1. divide $D$ into $D_L$ and $D_U$;
2. create a model, $M$ using $D_L$;
3. divide $D_U$ into several sub-datasets ${D_1, D_2, \ldots, D_n}$;
4. for each $D_i = \{x_1, x_2, \ldots, x_N\}$ do
5. cluster $D_i$ into $\{C_1, C_2, \ldots, C_k\}$;
6. for each $C_i$ do
7. $X_U \leftarrow$ the cluster centre, $x_m \in C_i$;
8. $X_U \leftarrow$ nearest neighbors of the centre, $x_m \in C_i$;
9. $X_U \leftarrow$ random instances from $C_i$;
10. end for
11. $X_L \leftarrow X_U$ by expert/oracle;
12. $D_L \leftarrow X_L$;
13. end for
14. retrain, $M$ using $D_L$;
15. return $M$;

3.3 Summary

In this research, we have proposed a new technique with an algorithm for collecting informative instances in active learning process. For collecting informative instances in
3.3 Summary

our proposed method we need to collect and process our dataset like handling missing value and categorical instances and scaling those data before clustering. For calculate accuracy by using our technique we have applied some popular classification method like Decision tree (C4.5), Support Vector Machine (SVM), Random Forest, Bagging and Boosting.
Chapter 4

Experimental Analysis

This chapter are presented the detailed information about dataset which is used in our experiment. Also, we have discussed about the experimental setup and experimental results on our proposed method.

4.1 Data Collection and Processing Methods

As we have worked on semi-supervised datasets and collected on various types of data. We have processed differently formatted data to decorate them in the same format.

4.1.1 Data Collection

For our experiment, we have collected different types and formatted dataset from UCI machine learning repository and KEEL(Knowledge Extraction based on Evolutionary Learning) dataset repository. Both supervised and semi-supervised dataset have been collected. The supervised dataset is used for ensuring that our framework performs correctly and by using semi-supervised we have shown the result of our experiment. As we collected both train and test data and if sometimes test data is not available in that case from training data, we split those data into 70/30 that means 70% dataset for training and 30% dataset for testing. As our framework will work more efficiently for huge dataset, that’s why for gathering huge amount of data in one dataset, we collect the same dataset in different range labeling, merge them and keep unique data. We also separated both label and unlabeled data.
4.1 Data Collection and Processing Methods

4.1.2 Data Processing

As our framework will be able to evaluate the accuracy of any types and formatted dataset so, we have collected different types of dataset. After collecting data, we need to process those dataset. Moreover, we used jupyter notebook which is an open-source web application and python for coding. For a categorical dataset, we separated both integer and object type data. For changing the format from object to integer we use label encoder which can encode labels with a value between 0 to n. And if any row contains ? or null data we also encode those data using label encoder. After encoding, we merge those data. Here, when we separated integer and object data, we have faced that after separating integer data though data is an integer, but its attribute format is object type. In that case, we needed to change its attribute type from object to integer. For processing dataset we take the following steps.

4.1.2.1 Missing Value Handling

Sometimes our dataset contains missing/null value, value with ? and , operator. As null/missing value is not possible to handle or not possible to convert into other values so we just remove those instances. And if instance contains ?, or , value, then we convert this value into numeric value by encoding method.

4.1.2.2 Categorical Instances

For categorical feature and instances, we convert those instances into numeric value by using encoding process using Scikit-learn library. Scikit learn is a free software machine learning library which is used for python programming. Though there exist two encoding process, 'Label encoder' and 'One-Hot' encoder but we use Label encoder in our preprocessing for converting our object type data into integer.

4.1.2.3 Label Encoder

Label encoder is an encoding process which converts any object(text) type data into an integer(numeric) by labeling the value between 0 to n_classes. Label encoding is a property of Scikit-learn library. For using the label encoding process we need to import library 'sklearn import preprocessing' and 'le = preprocessing.Label Encoder()'. Though another encoding process, 'One-Hot' encoder also exists but it just encodes
4.2 Datasets Information

object value into a binary value. So, ‘One-Hot’ encoder will be applicable for solving any binary class classification problem.

4.1.2.4 Data Scaling

For applying clustering technique we need to apply normalization or standardization. Normalization is the technique of structuring a relational database in normal forms with reducing the data redundancy and improving the data integrity. On the other hand, standardization is the technique of bringing data into a common format for collaborating and large-scale analytics. It mainly structures disparate datasets into a Common Data Format. There are two methods exists for data standardization. First one is min-max scaling which scale value into different means and standard deviations but in equal ranges. There is at least one observed value at 0 and 1 endpoints. The second one is Z score scaling, where all variables in the dataset have equal means (0) and standard deviations (1) but different ranges. As we have used k-means cluster so we have applied min-max scaling method before clustering.

4.1.3 Clustering for Data Selection

We have already identified that the main purpose of active learning is to collect less number of informative training instances to build a classification model. As our framework is to apply clustering technique in active learning for collecting those informative instances more easily, we clustered the unlabeled dataset. Now, the question is how many cluster need to do? The answer is it depends on the user. But in our framework, we have proposed two objectives for collecting informative instances. In the experiment section, we have shown the detail experimental result and the discuss on everything.

4.2 Datasets Information

We have applied the following seven real benchmark datasets from UCI machine learning repository, where 4 datasets are supervised and 3 are semi-supervised. Table 4.1 presents the details of the datasets.

1. Poker Hand Dataset (Poker)
2. Thyroid Disease Dataset (Thyroid)
3. Yeast Dataset (Yeast)

4. KDD Cup 1999 Dataset (KDD Cup)

5. Abalone Dataset (Abalone)

6. Contraceptive Method Choice Dataset (Contraceptive)

7. MAGIC Gamma Telescope Dataset (Magic)

<table>
<thead>
<tr>
<th>No.</th>
<th>Datasets</th>
<th>No. of Features</th>
<th>Types of Features</th>
<th>Working Instances</th>
<th>Training Instances</th>
<th>Testing Instances</th>
<th>Classes</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Poker</td>
<td>11</td>
<td>Categorical, Integer</td>
<td>1025010</td>
<td>25010</td>
<td>1000000</td>
<td>10</td>
<td>Supervised</td>
</tr>
<tr>
<td>2</td>
<td>Thyroid</td>
<td>29</td>
<td>Categorical, Real</td>
<td>9172</td>
<td>6421</td>
<td>2751</td>
<td>6</td>
<td>Supervised</td>
</tr>
<tr>
<td>3</td>
<td>Yeast</td>
<td>9</td>
<td>Real</td>
<td>1484</td>
<td>1039</td>
<td>445</td>
<td>10</td>
<td>Supervised</td>
</tr>
<tr>
<td>4</td>
<td>KDD Cup</td>
<td>42</td>
<td>Categorical, Integer</td>
<td>4000000</td>
<td>2800000</td>
<td>1200000</td>
<td>23</td>
<td>Supervised</td>
</tr>
<tr>
<td>5</td>
<td>Abalone</td>
<td>9</td>
<td>Categorical, Integer</td>
<td>7508</td>
<td>1506 (Labeled)</td>
<td>3751 (Labeled)</td>
<td>29</td>
<td>Semi Supervised</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2250 (Unlabeled)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Contraceptive</td>
<td>9</td>
<td>Categorical, Integer</td>
<td>2650</td>
<td>530 (Labeled)</td>
<td>1325 (Labeled)</td>
<td>3</td>
<td>Semi Supervised</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>795 (Unlabeled)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Magic</td>
<td>11</td>
<td>Real</td>
<td>53720</td>
<td>17705 (Labeled)</td>
<td>17117 (Labeled)</td>
<td>2</td>
<td>Semi Supervised</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>18897 (Unlabeled)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 4.3 Experimental Setup

We have used accuracy, precision, recall, f1-score, and 10-fold cross-validation to evaluate our proposed method by using 5 different machine learning algorithms like C4.5 (Decision Tree), SVM (Support Vector Machine), Random Forest, Bagging and Boosting. Then we have compared the main accuracy with our proposed clustering method where we apply 2 techniques (Random Sampling, Instances near to the center of the cluster) to evaluate our proposed method. So, our result is based on four possible classification outcomes. And for any types of classification measurement confusion matrix is needed.
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Confusion Matrix: A Confusion matrix is a tool for analyzing different classes that classifier can recognize tuples. It is a table which is used by a classification/classifier to mark out the achievement of known true value on a set of test data. Measuring accuracy, precision, recall confusion matrix needed immensely.

**Actual Values**

<table>
<thead>
<tr>
<th>Predicted Values</th>
<th>Positive (1)</th>
<th>Negative (0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive (1)</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>Negative (0)</td>
<td>FN</td>
<td>TN</td>
</tr>
</tbody>
</table>

Figure 4.1: Confusion Matrix.

**True Positive (TP):** When the machine predicts the positive value, that means both predicted and actual class is positive/yes (1) or class are labeled correctly by classifier, it is called true positive.

**True Negative (TN):** When the machine predicts the negative value, that means both predicted and actual class are negative/no (0) or classifier can label the class correctly where value is negative is called true negative.

**False Positive (FP):** Machine predicts the value is positive/yes (1) but its actual value is negative/no (0) that is classifier label the class incorrectly as positive is called false positive

**False Negative (FN):** Machine predicts the value is negative/no (0) but its actual value is positive/yes (1) that is classifier label the class incorrectly as positive is called false positive.

**Accuracy:** When we train a model, we measure its accuracy either trained accuracy or prediction accuracy. Trained accuracy represents that our trained model is being trained correctly by measuring its ratio. Predicted accuracy represents the predicted observation of the total observation or known value. On the other hand, accuracy is
the percentage of the test set which is classified correctly.

\[
Accuracy = \frac{TP + TN}{TP + FP + FN + TN} \quad (4.1)
\]

**Precision:** Precision is the measurement of exactness of actual class. That is predicted result is being consistent when measurement is repeated or how well a result can be determined when it is measured.

\[
precision = \frac{TP}{TP + FP} \quad (4.2)
\]

**Recall:** Recall is the measurement of completeness of the actual class. When we predict on test set then the ratio of positive observation on all the observation of actual positive is called recall.

\[
recall = \frac{TP}{TP + FN} \quad (4.3)
\]

**F Score:** F1 score / F measurement is the combination of both precision and recall that it is taken both false positives and false negatives into accounts.

\[
F - score = \frac{2 \times precision \times recall}{precision + recall} \quad (4.4)
\]

### 4.4 Experimental Results

The classification results are summarized in Table 4.2 to Table 4.6 for C4.5 (decision tree induction), SVM (support vector machines), Random Forest, Bagging, and Boosting (AdaBoost) respectively on each dataset. In these table we have shown the actual accuracy of each dataset where all instances are used. As we have applied five different classification method for calculating accuracy that’s why each Table 4.2 to Table 4.6 represent the actual accuracy with their precision, recall and F-score results.
## 4.4 Experimental Results

**Table 4.2: Classification Results of C4.5 with 10-Fold Cross Validation**

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Accuracy (%)</th>
<th>Precision (weighted average)</th>
<th>Recall (weighted average)</th>
<th>F-Score (weighted average)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poker</td>
<td>47.85</td>
<td>48.62</td>
<td>47.85</td>
<td>48.23</td>
</tr>
<tr>
<td>Thyroid</td>
<td>61.19</td>
<td>61.15</td>
<td>61.19</td>
<td>61.16</td>
</tr>
<tr>
<td>Yeast</td>
<td>51.01</td>
<td>50.96</td>
<td>51.01</td>
<td>50.91</td>
</tr>
<tr>
<td>Abalone</td>
<td>51.72</td>
<td>51.94</td>
<td>51.72</td>
<td>51.68</td>
</tr>
<tr>
<td>Contraceptive</td>
<td>67.22</td>
<td>67.27</td>
<td>67.22</td>
<td>67.24</td>
</tr>
<tr>
<td>Magic</td>
<td>64.85</td>
<td>77.21</td>
<td>64.85</td>
<td>51.05</td>
</tr>
</tbody>
</table>

**Table 4.3: Classification results of SVM with 10-Fold Cross Validation**

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Accuracy (%)</th>
<th>Precision (weighted average)</th>
<th>Recall (weighted average)</th>
<th>F-Score (weighted average)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poker</td>
<td>50.12</td>
<td>25.12</td>
<td>50.12</td>
<td>33.47</td>
</tr>
<tr>
<td>Thyroid</td>
<td>70.71</td>
<td>70.37</td>
<td>70.71</td>
<td>68.68</td>
</tr>
<tr>
<td>Yeast</td>
<td>57.98</td>
<td>60.02</td>
<td>57.98</td>
<td>55.88</td>
</tr>
<tr>
<td>Abalone</td>
<td>24.10</td>
<td>13.59</td>
<td>24.10</td>
<td>16.83</td>
</tr>
<tr>
<td>Contraceptive</td>
<td>51.66</td>
<td>51.73</td>
<td>51.66</td>
<td>51.51</td>
</tr>
<tr>
<td>Magic</td>
<td>64.83</td>
<td>42.03</td>
<td>64.83</td>
<td>50.99</td>
</tr>
</tbody>
</table>
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**Table 4.4:** Classification results of Random Forest with 10-Fold Cross Validation

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Accuracy (%</th>
<th>Precision (weighted average)</th>
<th>Recall (weighted average)</th>
<th>F-Score (weighted average)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poker</td>
<td>57.43</td>
<td>54.61</td>
<td>57.43</td>
<td>54.61</td>
</tr>
<tr>
<td>Thyroid</td>
<td>69.18</td>
<td>67.48</td>
<td>69.18</td>
<td>68.29</td>
</tr>
<tr>
<td>Yeast</td>
<td>61.57</td>
<td>60.67</td>
<td>61.57</td>
<td>60.35</td>
</tr>
<tr>
<td>Abalone</td>
<td>53.11</td>
<td>54.29</td>
<td>53.11</td>
<td>52.89</td>
</tr>
<tr>
<td>Contraceptive</td>
<td>68.66</td>
<td>68.47</td>
<td>68.47</td>
<td>68.53</td>
</tr>
<tr>
<td>Magic</td>
<td>78.95</td>
<td>84.11</td>
<td>78.95</td>
<td>75.92</td>
</tr>
</tbody>
</table>

**Table 4.5:** Classification results of Bagging with 10-Fold Cross Validation

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Accuracy (%</th>
<th>Precision (weighted average)</th>
<th>Recall (weighted average)</th>
<th>F-Score (weighted average)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poker</td>
<td>58.70</td>
<td>55.96</td>
<td>58.70</td>
<td>56.14</td>
</tr>
<tr>
<td>Thyroid</td>
<td>69.04</td>
<td>68.30</td>
<td>69.04</td>
<td>68.41</td>
</tr>
<tr>
<td>Yeast</td>
<td>59.78</td>
<td>59.35</td>
<td>59.78</td>
<td>59.08</td>
</tr>
<tr>
<td>Abalone</td>
<td>52.73</td>
<td>53.68</td>
<td>52.73</td>
<td>52.47</td>
</tr>
<tr>
<td>Contraceptive</td>
<td>69.79</td>
<td>69.62</td>
<td>69.79</td>
<td>69.65</td>
</tr>
<tr>
<td>Magic</td>
<td>78.90</td>
<td>84.08</td>
<td>78.90</td>
<td>75.86</td>
</tr>
</tbody>
</table>
### Table 4.6: Classification results of Adaboost with 10-Fold Cross Validation

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Accuracy (%)</th>
<th>Precision (weighted average)</th>
<th>Recall (weighted average)</th>
<th>F-Score (weighted average)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poker</td>
<td>48.00</td>
<td>48.72</td>
<td>48.00</td>
<td>48.36</td>
</tr>
<tr>
<td>Thyroid</td>
<td>61.52</td>
<td>61.38</td>
<td>61.52</td>
<td>61.43</td>
</tr>
<tr>
<td>Yeast</td>
<td>50.34</td>
<td>50.64</td>
<td>50.34</td>
<td>50.39</td>
</tr>
<tr>
<td>Abalone</td>
<td>51.64</td>
<td>52.15</td>
<td>51.64</td>
<td>51.59</td>
</tr>
<tr>
<td>Contraceptive</td>
<td>68.50</td>
<td>68.56</td>
<td>68.50</td>
<td>68.52</td>
</tr>
<tr>
<td>Magic</td>
<td>82.54</td>
<td>86.24</td>
<td>82.54</td>
<td>80.69</td>
</tr>
</tbody>
</table>

Classification accuracy (%) of different classifiers in the proposed active learning method with randomly selected instances from each cluster are tabulated in Table 4.7. From the result, we can achieve almost the same and sometimes better classification results using 50% of the training instances which is shown in Figure 4.2 to Figure 4.4. In this experiment, our main aim was to keep the same accuracy by using less number of instances as less as possible. At first, we divide the whole unlabeled dataset into 2 cluster, then from each cluster, we select data randomly for calculating accuracy. In this case, firstly we took 100(%) data from each cluster, calculate accuracy by using five classification methods and compare their accuracy with their actual accuracy where all instances were present. Then at the same process we took 90(%), 80(%), 70(%), 60(%) and lastly 50(%). We ended up our experiment at 50(%) data from whole data because we can summarize that for random selection if we take 50(%) data from each cluster of the total data then we can achieve the almost same and sometimes better classification results. So, 50 (%) is the standard measurement for random selection.
### 4.4 Experimental Results

**Table 4.7:** Accuracy (%) of Different Classifiers in Active Learning with Randomly Selected Instances from Each Cluster (Cluster = 2).

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Randomly Taking Data</th>
<th>C4.5</th>
<th>SVM</th>
<th>Random Forest</th>
<th>Bagging</th>
<th>Boosting</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Poker</strong></td>
<td>100(%)</td>
<td>47.90</td>
<td>50.12</td>
<td>56.07</td>
<td>56.42</td>
<td>48.47</td>
</tr>
<tr>
<td></td>
<td>90(%)</td>
<td>48.96</td>
<td>50.12</td>
<td>55.06</td>
<td>56.89</td>
<td>50.09</td>
</tr>
<tr>
<td></td>
<td>80(%)</td>
<td>50.46</td>
<td>50.12</td>
<td>54.78</td>
<td>57.04</td>
<td>48.72</td>
</tr>
<tr>
<td></td>
<td>70(%)</td>
<td>49.24</td>
<td>50.12</td>
<td>54.98</td>
<td>57.53</td>
<td>50.16</td>
</tr>
<tr>
<td></td>
<td>60(%)</td>
<td>48.24</td>
<td>50.12</td>
<td>54.40</td>
<td>57.28</td>
<td>47.07</td>
</tr>
<tr>
<td></td>
<td>50(%)</td>
<td>45.61</td>
<td>50.12</td>
<td>54.21</td>
<td>57.41</td>
<td>47.71</td>
</tr>
<tr>
<td><strong>Thyroid</strong></td>
<td>100(%)</td>
<td>60.79</td>
<td>70.71</td>
<td>69.18</td>
<td>68.57</td>
<td>60.36</td>
</tr>
<tr>
<td></td>
<td>90(%)</td>
<td>61.30</td>
<td>70.71</td>
<td>69.13</td>
<td>67.84</td>
<td>60.90</td>
</tr>
<tr>
<td></td>
<td>80(%)</td>
<td>60.79</td>
<td>70.71</td>
<td>68.55</td>
<td>68.35</td>
<td>60.79</td>
</tr>
<tr>
<td></td>
<td>70(%)</td>
<td>61.66</td>
<td>70.71</td>
<td>68.95</td>
<td>67.62</td>
<td>60.97</td>
</tr>
<tr>
<td></td>
<td>60(%)</td>
<td>60.86</td>
<td>70.71</td>
<td>69.24</td>
<td>68.24</td>
<td>60.54</td>
</tr>
<tr>
<td></td>
<td>50(%)</td>
<td>60.90</td>
<td>70.71</td>
<td>69.42</td>
<td>68.74</td>
<td>60.83</td>
</tr>
<tr>
<td><strong>Yeast</strong></td>
<td>100(%)</td>
<td>73.93</td>
<td>55.56</td>
<td>77.98</td>
<td>77.52</td>
<td>73.03</td>
</tr>
<tr>
<td></td>
<td>90(%)</td>
<td>74.06</td>
<td>57.10</td>
<td>77.46</td>
<td>77.31</td>
<td>72.32</td>
</tr>
<tr>
<td></td>
<td>80(%)</td>
<td>77.52</td>
<td>54.78</td>
<td>74.89</td>
<td>71.63</td>
<td>72.47</td>
</tr>
<tr>
<td></td>
<td>70(%)</td>
<td>72.76</td>
<td>56.74</td>
<td>73.39</td>
<td>77.88</td>
<td>68.27</td>
</tr>
<tr>
<td></td>
<td>60(%)</td>
<td>67.42</td>
<td>51.68</td>
<td>71.31</td>
<td>73.78</td>
<td>71.16</td>
</tr>
<tr>
<td></td>
<td>50(%)</td>
<td>66.82</td>
<td>52.47</td>
<td>69.96</td>
<td>68.61</td>
<td>66.82</td>
</tr>
<tr>
<td><strong>Abalone</strong></td>
<td>100(%)</td>
<td>51.74</td>
<td>24.18</td>
<td>52.76</td>
<td>52.76</td>
<td>51.99</td>
</tr>
<tr>
<td></td>
<td>90(%)</td>
<td>51.96</td>
<td>24.29</td>
<td>52.72</td>
<td>53.11</td>
<td>51.96</td>
</tr>
<tr>
<td></td>
<td>80(%)</td>
<td>52.39</td>
<td>24.18</td>
<td>53.45</td>
<td>53.79</td>
<td>52.12</td>
</tr>
</tbody>
</table>
Table 4.7: Accuracy (%) of Different Classifiers in Active Learning with Randomly Selected Instances from Each Cluster (cluster = 2) (Continue)

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Randomly Taking Data</th>
<th>C4.5</th>
<th>SVM</th>
<th>Random Forest</th>
<th>Bagging</th>
<th>Boosting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abalone</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70(%)</td>
<td>52.19</td>
<td>24.26</td>
<td>52.95</td>
<td>53.32</td>
<td>51.77</td>
<td></td>
</tr>
<tr>
<td>60(%)</td>
<td>52.47</td>
<td>24.21</td>
<td>53.22</td>
<td>53.24</td>
<td>51.32</td>
<td></td>
</tr>
<tr>
<td>50(%)</td>
<td>52.04</td>
<td>24.18</td>
<td>53.29</td>
<td>52.81</td>
<td>51.51</td>
<td></td>
</tr>
<tr>
<td>Contraceptive</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100(%)</td>
<td>67.37</td>
<td>51.96</td>
<td>69.49</td>
<td>68.58</td>
<td>68.05</td>
<td></td>
</tr>
<tr>
<td>90(%)</td>
<td>66.09</td>
<td>51.44</td>
<td>68.54</td>
<td>69.34</td>
<td>67.75</td>
<td></td>
</tr>
<tr>
<td>80(%)</td>
<td>67.07</td>
<td>51.28</td>
<td>69.76</td>
<td>68.05</td>
<td>67.52</td>
<td></td>
</tr>
<tr>
<td>70(%)</td>
<td>66.84</td>
<td>51.74</td>
<td>69.68</td>
<td>69.64</td>
<td>67.90</td>
<td></td>
</tr>
<tr>
<td>60(%)</td>
<td>68.28</td>
<td>51.89</td>
<td>68.36</td>
<td>70.17</td>
<td>68.73</td>
<td></td>
</tr>
<tr>
<td>50(%)</td>
<td>67.29</td>
<td>51.36</td>
<td>69.46</td>
<td>70.69</td>
<td>68.20</td>
<td></td>
</tr>
<tr>
<td>Magic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100(%)</td>
<td>98.93</td>
<td>79.02</td>
<td>98.35</td>
<td>98.29</td>
<td>98.79</td>
<td></td>
</tr>
<tr>
<td>90(%)</td>
<td>98.76</td>
<td>79.09</td>
<td>98.28</td>
<td>98.29</td>
<td>98.92</td>
<td></td>
</tr>
<tr>
<td>80(%)</td>
<td>98.83</td>
<td>78.93</td>
<td>98.32</td>
<td>98.26</td>
<td>98.83</td>
<td></td>
</tr>
<tr>
<td>70(%)</td>
<td>98.85</td>
<td>79.06</td>
<td>98.13</td>
<td>98.24</td>
<td>98.86</td>
<td></td>
</tr>
<tr>
<td>60(%)</td>
<td>98.88</td>
<td>79.02</td>
<td>98.32</td>
<td>98.20</td>
<td>98.91</td>
<td></td>
</tr>
<tr>
<td>50(%)</td>
<td>98.88</td>
<td>78.99</td>
<td>98.14</td>
<td>98.05</td>
<td>98.69</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.8 shows the classification accuracy (%) of different classifiers that were trained with the nearest neighbor instances of the center of the cluster. In this experiment, at first, we cluster dataset into a different cluster. Here we take 100 to 500 number for cluster number and from each cluster we just take the nearest neighbor data point from the center of the cluster. As from each cluster, only one data point is picked up, that’s why we need to increase the number of the cluster. We also followed the same procedure as the previous table for calculating the accuracy, just instances collection was different. In this experiment, we can see that the center of the cluster from each cluster also increase the accuracy using less number of training instances. And if cluster number increases the accuracy also increases. The result effect is shown in Figure 4.5 to Figure 4.7.
4.4 Experimental Results

Figure 4.2: C4.5(a) and SVM(b): Comparison of Actual Accuracy and the Accuracy of Random Collection (50% instances) from Each Cluster.

Figure 4.3: Random Forest(c) and Bagging(d): Comparison of Actual Accuracy and the Accuracy of Random Collection (50% instances) from Each Cluster.

Figure 4.4: Boosting(e): Comparison of Actual Accuracy and the Accuracy of Random Collection (50% instances) from Each Cluster.
### 4.4 Experimental Results

**Table 4.8:** Accuracy (%) of Different Classifiers in Active Learning with Cluster Centre and Nearest Neighbors Instances from Each Cluster

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Number of Cluster</th>
<th>C4.5</th>
<th>SVM</th>
<th>Random Forest</th>
<th>Bagging</th>
<th>Boosting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poker</td>
<td>100</td>
<td>40.42</td>
<td>41.24</td>
<td>46.45</td>
<td>41.16</td>
<td>40.81</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>42.74</td>
<td>44.32</td>
<td>47.03</td>
<td>46.59</td>
<td>41.73</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>43.69</td>
<td>45.35</td>
<td>48.38</td>
<td>46.87</td>
<td>41.91</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>44.05</td>
<td>46.13</td>
<td>47.31</td>
<td>48.22</td>
<td>43.15</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>43.56</td>
<td>46.11</td>
<td>48.06</td>
<td>47.57</td>
<td>44.87</td>
</tr>
<tr>
<td>Thyroid</td>
<td>100</td>
<td>63.33</td>
<td>53.33</td>
<td>63.33</td>
<td>56.67</td>
<td>63.33</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>70.00</td>
<td>75.00</td>
<td>64.33</td>
<td>66.67</td>
<td>66.67</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>71.11</td>
<td>76.67</td>
<td>74.22</td>
<td>77.78</td>
<td>65.56</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>72.50</td>
<td>74.17</td>
<td>76.33</td>
<td>72.50</td>
<td>68.33</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>71.33</td>
<td>77.33</td>
<td>77.33</td>
<td>79.33</td>
<td>74.00</td>
</tr>
<tr>
<td>Yeast</td>
<td>100</td>
<td>33.33</td>
<td>33.33</td>
<td>54.67</td>
<td>50.00</td>
<td>40.00</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>50.00</td>
<td>36.67</td>
<td>53.33</td>
<td>53.33</td>
<td>46.67</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>47.78</td>
<td>31.11</td>
<td>52.22</td>
<td>55.56</td>
<td>45.56</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>50.00</td>
<td>44.17</td>
<td>55.00</td>
<td>52.50</td>
<td>47.50</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>47.33</td>
<td>45.33</td>
<td>53.33</td>
<td>60.67</td>
<td>55.33</td>
</tr>
<tr>
<td>KDD Cup</td>
<td>100</td>
<td>95.01</td>
<td>89.00</td>
<td>97.56</td>
<td>96.34</td>
<td>95.21</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>95.43</td>
<td>90.34</td>
<td>97.89</td>
<td>96.45</td>
<td>95.89</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>95.69</td>
<td>89.23</td>
<td>97.93</td>
<td>97.45</td>
<td>96.49</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>96.59</td>
<td>91.42</td>
<td>98.54</td>
<td>97.69</td>
<td>97.50</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>96.79</td>
<td>91.96</td>
<td>98.44</td>
<td>97.99</td>
<td>97.69</td>
</tr>
<tr>
<td>Abalone</td>
<td>100</td>
<td>51.99</td>
<td>24.69</td>
<td>53.36</td>
<td>53.51</td>
<td>52.31</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>51.24</td>
<td>24.78</td>
<td>53.98</td>
<td>53.43</td>
<td>52.17</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>52.19</td>
<td>24.63</td>
<td>53.48</td>
<td>53.39</td>
<td>52.12</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>51.45</td>
<td>25.08</td>
<td>53.59</td>
<td>53.35</td>
<td>52.31</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>51.64</td>
<td>25.00</td>
<td>53.85</td>
<td>53.16</td>
<td>51.91</td>
</tr>
<tr>
<td>Contraceptive</td>
<td>100</td>
<td>66.77</td>
<td>52.19</td>
<td>70.39</td>
<td>68.28</td>
<td>67.82</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>67.29</td>
<td>52.27</td>
<td>69.11</td>
<td>67.98</td>
<td>68.28</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>65.41</td>
<td>52.27</td>
<td>70.77</td>
<td>70.24</td>
<td>68.58</td>
</tr>
</tbody>
</table>
4.4 Experimental Results

Figure 4.5: C4.5(a) and SVM(b): Comparison of Actual Accuracy and the Accuracy of Collected Informative Instances which belongs to the Near of Cluster Center

Figure 4.6: Random Forest(c) and Bagging(d): Comparison of Actual Accuracy and the Accuracy of Collected Informative Instances which belongs to the Near of Cluster Center

Figure 4.7: Boosting(e): Comparison of Actual Accuracy and the Accuracy of Collected Informative Instances which belongs to the Near of Cluster Center
4.5 Summary

In this thesis, we have proposed an approach to find the informative unlabeled instances from a large number of unlabeled data/big data, which represent the total dataset and ask the expert to label only the selected informative unlabeled instances. We have used clustering technique to find the informative unlabeled instances and labeling them by experts/users to improve the process in active learning which showed in Table 4.7 and Table 4.8. We have considered the nearest neighbor data instances of the center of the cluster including the center of the cluster for selecting informative instances. Also, we have taken some instances randomly from each cluster. In a cluster, instances are similar to each other, so we are taking a few instances from each cluster. The experimental analysis proved that we could achieve almost the same and sometimes better classification results using 50% of the training instances. Also, considering only nearest neighbor instances of the center of the cluster from each cluster increase the classification results.

Table 4.8: Accuracy (%) of different classifiers in active learning with cluster centre and nearest neighbors instances from each cluster.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Number of Cluster</th>
<th>C4.5</th>
<th>SVM</th>
<th>Random Forest</th>
<th>Bagging</th>
<th>Boosting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contraceptive</td>
<td>400</td>
<td>66.69</td>
<td>51.81</td>
<td>70.32</td>
<td>68.43</td>
<td>68.20</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>66.54</td>
<td>51.81</td>
<td>69.64</td>
<td>69.56</td>
<td>8.50</td>
</tr>
<tr>
<td>Magic</td>
<td>100</td>
<td>98.81</td>
<td>78.89</td>
<td>98.07</td>
<td>97.98</td>
<td>98.89</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>98.87</td>
<td>78.89</td>
<td>98.14</td>
<td>98.10</td>
<td>98.81</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>98.86</td>
<td>78.89</td>
<td>98.14</td>
<td>98.05</td>
<td>98.85</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>98.85</td>
<td>78.89</td>
<td>98.34</td>
<td>98.16</td>
<td>98.88</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>98.87</td>
<td>78.89</td>
<td>98.17</td>
<td>98.05</td>
<td>98.88</td>
</tr>
</tbody>
</table>
Chapter 5

Conclusion and Future Work

This chapter contains the discuss of the total thesis work with its limitations and conclude with future work.

5.1 Discussion

The main purpose of this thesis work was to collect informative instances as less as possible by maintaining the same accuracy of the total instance of a dataset through the active learning process. Though many methods are established for collecting informative instances by active learning but most of them are for binary or only for a single class dataset. So, we have proposed some new methods in the active learning process to collect informative instances from any types of the datasets with multiple classes. The main action for collecting informative instances from big data (semi-supervised) was to cluster them into N number, where N will be defined by the user. As in experiment section we have shown that, more accuracy comes when cluster number is excessive. After clustering, we have collected informative instances either randomly or the nearest neighbor point of the center of each cluster. In our experiment section, we have shown these two methods on different types of dataset. In our first method, we have been trying to collect informative data randomly from each cluster. Then with the help of user/oracle, we have labeled them and update the trained model newly and predict the accuracy of upcoming test data. We also use five different methods (C4.5, SVM, Random forest, Bagging and Boosting) for measuring the accuracy of this method and compare those accuracies with its actual accuracy. As our main goal was to establish
the same or better accuracy by taking as fewer instances as possible. That's why we have been trying to increase the percentage rate of randomly taking data from each cluster. Then the result showed that, by taking at least 50% data from each cluster we can get almost same and sometimes better accuracy. So, we can easily avoid other 50% data from each cluster of any dataset which will not be too much effective for generating a model. In the second method, we have been trying to take data which is located at the center of the cluster and nearest neighbor point of the center of the cluster. As we are taking just one data point from each cluster as an informative instance so we need to increase the number of the cluster. We can see that for increasing the number of the cluster the accuracy rate also increases. For getting the actual or better accuracy sometimes 200 cluster was enough but sometimes we needed 500 cluster for keeping the actual accuracy of that dataset. As we applied five different classification methods (C4.5, SVM, Random Forest, Bagging, Boosting and KNN) in our two objectives and these methods also used for acquiring the actual classification accuracy. After applying our two objectives by using these methods we can see that in every step Random forest and Bagging methods are given better accuracy than others. Sometimes Boosting algorithm is given better result but C4.5 and SVM were not good than other methods. We also notice that though two objectives are proposed by ourselves but our second objective which collect instances at the nearest neighbor of the center of the cluster was the easiest way. The reason is, we need to cluster the unlabeled data as much as possible then just we need to collect informative data which was closer of the cluster center. As we mentioned that our proposed method will work for semi-supervised big data and we also proved it in our experiment. For our experiment, we have tried to select big data though our method will work for less amount of semi-supervised data.

In our experiment, we have followed our two objectives, random collection from each cluster and collection of the nearest neighbor data of the center of the cluster. But we didn't give any relationship about data and cluster number with random selection and nearest neighbor data of the center of the cluster. For first objective we already said that we can easily avoid 50% data from each cluster but sometimes better accuracy achieved from more or less than 50% of the random collection. Similarly, by increasing the number of the cluster, accuracy also increase but at which point we need to end up we didn’t fix it.
5.2 Conclusion

In this paper, we have addressed a research problem that is labeling unlabeled big data is very costly, expensive, time consuming. To solve this problem our main objective was to find the informative unlabeled instances and label them with the help of oracle and scaling up the classification results using the machine learning algorithms. We have proposed a framework that selectively labels instance from each cluster based on the nearest neighbor of the center of the cluster and by selecting random instances from each cluster. We have used clustering technique to find the informative unlabeled instances and labeling them by experts/users to improve the process in active learning. The experimental analysis have proved that our proposed framework address the above mentioned research challenges using a 50% of the training instances to guide the instance selection process. In addition, our framework achieved the better classification results than other methods by using a fewer number of informative instances.

5.3 Future Work

In our work we have applied clustering techniques in active learning process for collecting most informative instances. In future, at first we will try to build a relationship with cluster number and number of informative instances. We will apply instance-weighting approach to find the informative data instances and grey box model in active learning to improve the classification results in semi-supervised learning.
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