
 

Performance Evaluation of Machine Learning 

Algorithms for Coronary Artery Disease Features 
 

 

 

 

 

 

 

 

 

Md. Shah Jalal 

Student Id: 012 162 017 
 

 

 

 

 

 

 

A Thesis 

in 

The Department 

of 

Computer Science and Engineering 

 

 

 

Presented in Partial Fulfillment of the Requirements 

For the Degree of Master of Science in Computer Science and Engineering 

United International University 

Dhaka, Bangladesh 

April 2019 

Md. Shah Jalal, 2019



 i 

 

Approval Certificate 
 

This thesis titled "Performance Evaluation of Machine Learning Algorithms for 

Coronary Artery Disease Features” submitted by Md. Shah Jalal, Student ID: 012 162 

017, has been accepted as Satisfactory in fulfillment of the requirement for the degree of 

Master of Science in Computer Science and Engineering, United International University 

(UIU), Dhaka, Bangladesh on April, 2019. 

 

 

Board of Examiners 

 

 

1.  

______________________________                                          Supervisor 

Dr. A.K.M. Muzahidul Islam 

Professor, Department of CSE, UIU. 

Dhaka-1212, Bangladesh. 

 

2.  

______________________________                                          Co-Supervisor 

Dr. Mohammad Nurul Huda 

Professor & Director-MSCSE Program, UIU. 

Dhaka-1212, Bangladesh. 

 

3. 

______________________________                                          Head Examiner 

Dr. Khondaker Abdullah  Al Mamun 

Professor, Department of CSE, UIU. 

Dhaka-1212, Bangladesh. 

 

4. 

______________________________                                          Examiner-I 

Mr. Suman Ahmmed 

Assistant Professor, Department of CSE, UIU. 

Dhaka-1212, Bangladesh. 

  

5. 

______________________________                                          Examiner-II 

Rubaiya Rahtin Khan 

Assistant Professor, Department of CSE, UIU. 

Dhaka-1212, Bangladesh. 

 

6.  

______________________________                                          Ex-Officio 

Dr. Md. Abul Kashem Mia 

Professor & Dean, Department of CSE, UIU. 

Dhaka-1212, Bangladesh. 

 



 ii 

 

 

Declaration 
 

 

This is to certify that the work entitled “Performance Evaluation of Machine Learning 

Algorithms for Coronary Artery Disease Features” is the outcome of the research 

carried out by me under the supervision of Dr. A.K.M. Muzahidul Islam, Professor and 

Dr. Mohammad Nurul Huda, Professor & Director-MSCSE program, Department of 

CSE, UIU. 

 

 

 

 

 

 

_____________________________________ 

Md. Shah Jalal  

Id: 012 162 017 

Department of Computer Science & Engineering (CSE) 

United International University (UIU) 

Dhaka-1212, Bangladesh. 

 

 

 

 

In my capacity as supervisor/co-supervisor of the candidate’s thesis, I certify that the 

above statements are true to the best of my knowledge. 

 

 

 

 

________________________________________ 

Dr. A.K.M. Muzahidul Islam 

Professor 

Department of Computer Science & Engineering (CSE) 

United International University (UIU) 

Dhaka-1212, Bangladesh. 

 

 

 

__________________________________ 

Dr. Mohammad Nurul Huda 

Professor & Director-MSCSE Program, 

Department of Computer Science & Engineering (CSE) 

United International University (UIU) 

Dhaka-1212, Bangladesh. 

 



 iii 

Abstract 

Cardiovascular disease is the leading cause of mortality in the world. Bangladesh 

probably has the highest rates of cardiovascular disease among all South Asian countries 

and yet is the least studied. A proper prediction mechanism system can significantly 

reduce this death toll. In this work, we propose an intelligent system that can make an 

effectively prediction of a possible cardiac attack using only twelve (12) features. We 

also apply six (06) well known supervised machine learning algorithms on two different 

datasets (e.g. NICVD patient’s data and UCI dataset) to analyze the prediction accuracy. 

The overall process can be categorized into four phases. Phase 1: we have provided a 

comprehensive literature review where we summarize various related machine learning 

algorithms. Phase 2: we have collectedheart disease patients’ data through survey 

questionnaires from NICVD, Bangladesh to create a dataset. Phase 3: we have reduced 

feature vector dimensionality with heart disease prediction model. Finally, feed the data 

to appropriate machine learning algorithms to determine if the predictive model is 

accurate. It is observed that using NICVD patient’s data for 12 features the classification 

accuracy of Artificial Neural Network (ANN) is 92.80% and it performs better than 

others classification algorithms such as Decision Tree (82.50%), Naïve Bayes (85%), 

Support Vector Machine (SVM) (75%), Logistic Regression (77.50%), Random Forest 

(75%).Whereas using UCI dataset with 12 attributes the classification accuracy of ANN 

is 91.7% and it also performs better than the other classification algorithms, such as 

Decision Tree (76.90%), Naïve Bayes (86.50%), SVM (76.33%), Random Forest 

(67.33%), and Logistic Regression (81.52%).In Bangladesh most of the people don't go 

for regular medical checkup. The main reasons behind this ignorance are lack of money, 

as the whole medical process is too costly so most people can't afford this, and lack of 

awareness.Among all diseases,heart attack is most common and hazardous is not only 

Bangladesh but also universal. Heart attack occurs when stream of blood cannot go to the 

brain for any blockage. The angiographic heart disease status is costly and also it is not 

available in rural area. This intelligent system can be predict heart disease status by 

measuring some simple information that will be helpful for everyone as it will not take 

much time and will be budget friendly. It can be assist to medical practitioners or non-

cardiologists, especially in rural area. 
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Chapter 1 

 

Introduction 

Every year more than 17 million people die globally, where 30% of them die due to the 

cardiac attack and 80% of them happen in the under developing countries [1]. However, 

the exact number of incidence of the disease in Bangladesh is not known. In most cases 

the identification of heart disease depends on costly and composite data of pathological 

and clinical [2]. 

 

Machine learning (ML) is among the main approaches that may be used to detect the 

status of cardiac disease based on the feature of the clinical data [3, 4]. This method is 

utilized to determine areas of earlier unidentified knowledge. Several techniques such as 

ANN, SVM, Naïve Bayes, Decision Tree, Logistic regression, and Random Forest may 

be used in the identification of heart disease. However, it is important to determine the 

appropriate approach that can provide accurate prediction of a malfunction cardiac status. 

This research focuses on coronary artery disease features, comprehensive literature 

review, and various supervised machine learning algorithms for effective coronary heart 

disease prediction. 

 

Firstly, we provide a comprehensive literature review [6-22] where we summarize 

various related ML algorithms. We reviewed most of all the related work that has been 

done till now and learn about the machine learning algorithms they used most.Therefore, 

we implement these mostly usable machine learning algorithms to train and test our 

model and find the best one for our system that fit the system best. 

 

Secondly, we construct an actual valid raw survey dataset and a survey questionnaires for 

obtain data from National Institute of Cardiovascular Disease (NICVD), Bangladesh. 

Where we have collected 40 exercise tolerance test positive (ETT+) patient’s data out of 

200 sable angina patients’ sample with 12 (twelve) important coronary artery disease 

features. 
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Thirdly, we propose an intelligent system to predict effective heart disease prediction 

using minimized twelve (12) features, namely age, sex, chest pain, blood pressure, 

cholesterol, blood sugar, ECG results, heart rate, exercise induced angina, old peak, 

slope, and history of stenosis on coronary artery angiogram (CAG).Fourthly, we apply 

six (06) different ML algorithms (e.g., Artificial Neural Networks, Decision Tree, 

Random Forest, Naïve Bayes, Support Vector Machine, and Logistic Regression ) on two 

different datasets(e.g., NICVD patient’s data and UCI:  dataset). Finally, we analyze their 

performances. 

 

 

1.1  Motivation 

Cardiovascular disease means a class of malady that involves to the heart or blood veins. 

Among all diseases, heart disease is most common and hazardous in not only Bangladesh 

but also universal. Heart attack occurs when stream of blood cannot go to the brain for 

any blockage. The blockage is most often a buildup fat, cholesterol or any other 

substances. The diagnosis of heart disease is a step by step process, angiogram is one of 

them. The angiographic coronary heart disease status is costly and time consuming. In 

2005, among all causes of deaths, cardiovascular disease (CVD) was accounted in favor 

of 30% [2]. Deaths caused by cardiovascular diseases have increased by 17% between 

2006 and 2015, whereas deaths from other diseases decline by 3% [2]. Thus, this problem 

has become a big threat. If a system can developed which can predict heart attack by 

measuring some simple information that will be helpful for everyone as it will not take 

much time and will be budget friendly.The goal of this research is, developing a system 

or structure for predicting heart disease status easily by some simple heart disease 

symptoms. For this, we have used machine learning (ML) algorithms. ML is an approach 

which has been developed to teach machine how to recognize distinctive features in 

datasets and can predict disease status. 

 

1.2  Objectives 

 To collect or construct actual valid raw data from NICVD, Bangladesh. 
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 To construct a survey questionnaire for collect heart disease data.  

 To develop a system/model to predict coronary heart disease using minimum 

features with low error. 

 To analyze the cardiac data using various machine learning methods/data mining 

techniques for better prediction and accuracy. 

 To analyze the performances of different dataset with different machine learning 

algorithms. 

 

1.3 Contribution 

 We have provided a comprehensive literature review [6-20], where we summarize 

various related ML algorithms. 

 We have constructed a survey questionnaire for collect clinical heart disease data 

of stable angina patients. 

 We have constructed a dataset of heart disease with ETT+(Exercise Tolerance test 

positive) patients.  

 We have reduced feature vector dimensionality 14 to 12. 

 

1.4 Organization of the chapter 

This book of research is organized as follows. Chapter 2 describes the background and 

literature review with various literatures findings. Chapter 3 describes the methodology of 

this research with existing features & proposed features, proposed model, describes the 

dataset, and describes the features. Depict the experimental results in Chapter 4. Chapter5 

concludes the research with limitation and shows some future work directions. 
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Chapter 2 

Background and Literature Review 

 

2.1 Coronary heart disease 

 

The disease of the heart and coronary arteries is known by the coronary heart disease 

(CHD) caused by the increased fatty materials in the blood vessels. This is the root of 

cheat pain, heart attack. A heart attack happened when the brain is interrupted due to the 

blood vessels cannot supply blood with oxygen to the heart.Coronary heart disease 

generally appears when the blood vessel becomes blocked. 

Coronary artery disease (CAD) generally ensures when cholesterol gathers on the artery 

walls; creating plaques (see the Figure 1(a)). The heart’s network of blood vessels is 

coronary artery (CA). The narrow arteries that decrease blood flow to the heart Coronary 

arteries are the heart's net of blood vessels. The supply of oxygen/ blood to the heart may 

become decrease, while the coronary arteries narrow shown in Figure1(b), especially 

during physical movement. 

 

     Stage-1        Stage-2        Stage-3       Stage-4 

Figure 1(a): Coronary artery disease with stages of palque forms  

In above this Figure 1 we have observed, at stage-1: normal blood flow (heart ok), stage-

2: plaque forms in lining of artery (this reduction in blood flow may not produce any 
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symptoms), stage-3: plaque grows; as fatty deposits, or plaques, build up in the coronary 

arteries (lining of artery is damaged), stage-4:plaque cracks (Heart Attack). 

 

 

Figure1(b): Coronary artery disease [collected through onloine]. 

Nowadays, ML is rapidly growing attention to the research community. This is because 

ML method can produce reliable results and can learn from earlier computation. ML can 

be main approaches to predict heart attack based on clinical data, where analyzing data or 

building predictive models manually could be impossible. Data that are used in ML are 

basically of two types: unlabeled and labeled data. In labeled data, features are given and 

have some class of mark or sense attached to the data, therefore used in supervised 

learning (SL). Labeled feature is either numerical or class based (categorical). Numerical 

data are used for predicting the value and class based data are used in classification. 

Whereas, in unlabeled data, have only input data and according to input data no class 

exists to assist. It is used in unsupervised learning (USL) to categorize the patterns or any 

construction present in the dataset. Thus, the labeled data and unlabeled data are used 

with SL and USL, correspondingly [5]. 
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2.2 Overview of machine learning 
 

Machine Learning(ML) is the knowledge and practice of algorithms, mathematical 

optimization and statistical methods that is concerned with computer programs. In 

computer science ML is part of Artificial Intelligence (AI), which is used for data 

analysis, prediction, forecasting, knowledge discovering and improve their performance 

progressively.  

ML algorithms construct a mathematical model by various sample data. According to 

sample data specification machine learning can make a decision with better performance. 

The sample data is divided into two parts, namely training data and test data. These are 

used in ML methodsare delivered from mathematical optimizationand is closely related to 

statistical method. In ML, training detailsused for learning knowledge 

discovering,whereas the test data is usedto evaluate accuracy and performance of a 

specific task.The Overview/Model of Machine Learning is shown in Figure 1. 

 

Figure 2: Overview of machine learning 

 

2.2.1 Data preprocessing 

 

In the present advanced world, there is tremendous amount of data gathered from various 

sources like machine: internet, sensor; people: surveys; and organizations: databases etc. 

In this research, data is collected from National Institute of Cardiovascular 

Disease(NICVD) through surveys questioners with clinical information and UCI 
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(University of California)database. Since data is gathered from various sources it requires 

filtering (reduce noise&distortions), cleaning (reduce missing & garbage value), 

processing and storing into database or data warehouse for analysis. 

Data preprocessing isthe preliminary step in the machine learning overview.Regarding 

data learning (i.e. data training and data testing) anddata analysis it requires a suitable 

data format. Sometimes data preprocessing is also known as data wrangling (e.g. data in 

CSV format, noise reduction, normalization, etc.), where data wrangling refers to be a set 

of procedures which transforms raw data into suitable environmental data format. In this 

research, we have applied CSV (Comma Separated Value) data format. To obtainbetter 

accuracy we applied data normalization and data standardization operation on dataset. 

Data normalization operation is done when the features or attributes contain different 

assessing value.  

 

2.2.2 Dimension reduction techniques 

 

A dimensionality retrenchment or reduction technique is themethod or cognitive 

operation to eliminate a large number of variables or dimensions without losing 

information.A large number of dimensions, duplicate variables, and duplicate or large 

dataset increase the inconsistency and complexity. To reduce inconsistency, time 

complexity, computational complexity with better performance including accurate 

analysis dimensionality retrenchment techniques is required[19, 109-110].Dimensionality 

reduction techniques have two types: Feature Selection andFeature Extraction.Feature 

extraction and selection is described below. 

 

2.2.2.1 Feature extraction 

 

Feature extraction is a dimensionality reduction method, where an early set of variables is 

reduced to others convenient groups (features) for analysis & processing. While the 

dataset is describe correctly and entirely.  According to input data, the method of 

transforming to the set of features is called feature extraction. Feature extraction is the 

techniques of extract features from the input data by transforming method, where features 

are represent the input data  
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There are some benefits of feature extraction process are: 

 Decrease the cost of feature dimensionality. 

 Build up classifier effectiveness. 

 Increase the classification accuracy. 

 

2.2.2.2 Feature selection 

 

In subset or feature selection, d dimensions or feature are selected out of D dimensions 

with valuable information and eliminate the (D-d) features. The best feature or subset 

provides the least number of dimensions with low error function and better accuracy 

[19,109-110].There are some benefits of feature selection technique are: 

 Reduce Over fitting: Less over fitting or duplicate features, redundant data can 

make decision quickly based on noise. 

 Improves Performance: Less misleading features provides the better accuracy. 

 Reduce Computational Time: Least dimensions or features mean that learning 

algorithm train faster. 

 

2.2.3 Classification algorithms 

 

Machine Learning method or classification algorithm can produce reliable results and can 

learn from earlier computation where analyzing data or building predictive models 

manually could be impossible. Data that are used for machine learning are basically of 

two types: unlabeled data use for unsupervised learning and labeled data use for supervise 

learning. The various supervised learning and unsupervised learning of Machine learning 

algorithms are given in Table 1.Supervised Learning provides a predictive learning model 

by applying input variables a set of X and output variables Y [5]. Unsupervised learning 

provides a learning model by applying input variables a set of X with unknown output. 

By re-present particular input patterns of data the system can learn and perform complex 

processing task. 
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Table 1: Various supervised and unsupervised learning algorithms 

Machine Learning Algorithms 

Supervised Learning Unsupervised Learning 

Decision Tree K Mean Clustering 

Naïve Bayes Self-organizing Map 

Artificial Neural Network (ANN) Fuzzy C-Mean Clustering 

Support Vector Machine(SVM) Hierarchical Clustering  

Hidden Markov Model (HMM)  

K-Nearest Neighbor (KNN)  

Random Forest  

Bagging   

Logistic Regression  

 

In this research,we have applied well known most popular supervised learning 

algorithms. Some most popular supervised learning algorithms described below. 

 

 

2.2.3.1 Decision Tree 

 

Decision tree is a supervised learning classifier and most powerful tools which can be 

used in discrete/continuous datafor prediction or classification.In machine learning 

decision tree represents tree structure form and classifies the data or instance by starting 

at the root of the tree has no incoming edges& moving through it until a leaf node has 

exactly one incoming edge. Decision tree contains decision nodes, leaf nodes, edges and 

path. Using this contents decision tree can make a decision by input objects or a set of 

attributes. There are some algorithms used in decision trees like ID3(Iternative 

Dichotomizer), C4.5, CART, C5.0, and J48 in WEKA tools etc.This research we have 

applied ID3 algorithm in MATLAB and J48 in WEKA. Structure diagram of decision 

tree shown in Figure 2. 
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Figure 3: Structure diagram of Decision Tree 

 

 

2.2.3.2 Random Forest 

 

Random forest algorithm is a supervised classifier that builds various decision trees and 

mixes them collectively to acquire better performance. Random forest creates a forest 

randomly, where each decision tree (DT) is formed by applying this method on the 

dataset. Random forest provides the decision or prediction by a majority vote over the 

entity trees’ prediction [19].  

 

The Random Forest method works in following steps: 

 

1. Select the point’s data of k randomly from the input training dataset. 

2. Constructs a tree regarding these data points. 

3. Select N tree subset from the decision trees and executes the step 1 & step 2. 

4. On basis of majority’s vote determine the result. 

 

 



 11 

 

2.2.3.3 Support Vector Machine (SVM) 

 

A Support Vector Machine (SVM) is a supervised machine learning algorithm or 

discriminative classifierdefined by a separating hyper-plane. This hyper-plane is a line 

dividing a plane in two parts in two dimensional spaces where in each class lay in either 

sides and distinct the various classes of data.Support vector machine constructedwith the 

training data and it outputsthe hyper-plane in the test data [20]. It tries to find the space in 

the matrix of data where different classes can be widely separated and draws a hyper-

plane. 

 

 

 

Figure 4: Support Vector Machine.Collected from introduction to SVM [21] 

 

In Figure 3, the classes of training data points defined by red and blue color where data is 

labeled. In this space have more than one way to draw a hyper-plane for classify the data 

linearly. An optimal hyper-plane is taken which maximizes the margin between the 

classes. Support Vector Machine (SVM) can also work as a non-linear classifier using 

kernel-trick function. 
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2.2.3.4 Naïve Bayes 

 

Naïve Bayes is a well-known supervised machine learning algorithm or classifier. To 

classify the data Naïve Bayes applies the Bayes theorem to classify the data and it 

assumes that the probability of certain attribute X is totally independent of another 

attribute Y [21,397]. Bayes theorem provides a theory to compute the probability with 

prior knowledge of the hypothesis. 

 

          
                  

        
,where Posterior -is the posterior probability of class (target) 

given predictor (attribute), Likelihood -is the probability of predictor given class, Prior -is 

the prior probability of class, Evidence -is the prior probability of predictor. 

 

There are three types of Naïve Bayes: Gaussian Naïve Bayes use for classification 

problems, Multinomial Naïve Bayes is applied in multinomial distributed data problems 

and Bernoulli Naïve Bayes is applied in data with multivariate Bernoulli distribution 

problem. In this research we have applied Gaussian Naïve Bayes theorem. 

 

2.2.3.5 Artificial Neural Network (ANN) 

 

A neural network comprises of a band of neurons (working element). Each neuron 

associated to other neuron by direct connection, each connection has some weight 

committed with them. The weight depicts knowledge used by network to solve a 

problem. Neurons are reassembled in layers: an input layer, an output layer and one or 

more hidden layers. Data disseminates from one layer to other layer by neurons which 

have some weight and input vectors connected with them. For each neuron, the weighted 

input vectors are tallied and a threshold valueθjis added. This summed up input Ij is then 

passed through an activation function (a non-linear function) f(Ij) to develop the output of 

the neuron yj. The output of one neuron renders the input to the neurons in the next layer. 

Mathematically it is represented as: 

    ∑        ………………. (1) 

         ………...………. …… (2) 
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There are varieties of neural network models and learning procedures. In this analyze, 

Multilayer perceptron (MLP) neural network has been used. MLP is the most important 

neural network. It employs linear combination function in input layer to compute single 

output from multiple inputs and then enforce nonlinear activation function on yielded 

output. The universal structure of MLP neural network is shown in Figure 4. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Artificial Neural Network 

 

In the first layer, we have input layer which have the input neuron. Each input neuron 

represents an input data. Second layer is called hidden layer. MLP can consist of more 

than one hidden layer. In the last layer, it is the output layer which has output neurons. 

Output neurons comprise the anticipated value. Mathematically, this is represented as: 

 

      (∑        

 

   

)           

 

Where Wiannounces the vector weights, Xi is the vector of inputs (i=1, 2…...n), b is the 

bias, Y is the output and φ is the activation function [22]. MLP is schooled using back 

propagation algorithm. There are tons of ways, where back propagation algorithm can be 

enforced. At the origin of the training the network weights are initialized with random 

value. 
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This algorithm operates iteratively by advancing a network’s interlinking weights such 

that the overall fault is reduced. MLP can be employed where we have limited knowledge 

of relationship between inputs and targets. 

 

The generalization computational model of central nervous system can be represented as 

an artificial neural network. Neural network has potentiality to study from experience to 

evoke performance of model. Artificial Neural Network (ANN) has firm capacity of 

pattern recognition, classification and forecasting from their learning experience. 

Artificial Neural Network (ANN) applies the conception of nonlinear mapping which is 

practicable when data given is incomplete and noisy where principles cannot be 

determined. 

 

2.3 Related work 

 

In this work we have reviewed some related works. Where we tried to read out or find out 

the gap of these work. The most recent papers we have reviewed. Most of the authors of 

these related works have presented UCI dataset with 14 features. And also they have 

implemented some different ML methods. In details of related work described below. 

 

2.3.1 Using fuzzy logic 

 

Fuzzylogic and set theory can be suitable for developing knowledge basedsystems for 

diagnosis of diseases in healthcare. In [6], the authors have proposed a method that 

combines the genetic algorithms for feature selection and fuzzy expert system (Mamdani 

Model) for effective classification. Here experiments are taken by using fuzzy tool in 

MATLAB. The dataset is used from UCI machine learning repository and six (06) 

attributes are used in the experiment. In this system, the input is the set of all selected 

features, whereas the output is either a value 0 or 1 (0-absence, 1-presence) of heart 

disease in a patient. Here, genetic algorithms and fuzzy logic are used. It is to be noted 

that fuzzy logic is a mathematical tool and is a subfield of AI. The problem with using 

only fuzzy logic in AI is that the system can only implement the rules and cannot learn as 

it goes along. 
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2.3.2 Using data mining techniques 

 

In [7], the authors have presented a comparison of four (04) different data mining 

algorithms that predict the risk of heart diseases, namely C5.0, Neural Network, Support 

Vector Machine (SVM), and K-Nearest Neighborhood (KNN). It is observed that C5.0  

Decision tree has greater accuracy of 93.02% than KNN (88.37%), SVM (86.05%), and 

Neural Network (80.23%). The results produced using decision tree is interpretable, 

applicable and easily understandable by different clinical practitioner. Here, 270 records 

with thirteen (13) features are used from the UCI and four (04) classifiers including C5.0, 

SVM, KNN and Neural Network are used. Data divided into training set and test set 

(70% and 30%, respectively). The training set is used to build the classifier and test set 

used to validate it. It is observed that decision tree outperforms others with 93.02% 

accuracy and the accuracy result of ANN is very low. 

 

In [8], the authors have presented data classification based on various ML algorithms, 

namely KNN, Naïve Bayes, and Decision List. A data mining tool, known as 

TANAGRA, is used to classify the data where the data is evaluated using 10-fold cross 

validation. Here the training data set of 3000 instances with fourteen (14) different 

attributes is used in the experiments. Depending upon the attributes, the dataset is 

classified into two parts: 70% of the data is used for training and 30% is used for testing. 

It is observed that the Naïve Bayes algorithm (52.33% accuracy with 609ms) performs 

better than the other two algorithms i.e., Decision List with 52% accuracy and KNN with 

45.67% accuracy and the accuracy of these algorithms are very low. 

 

2.3.3 Using genetic algorithm 

 

In [9], in order to reduce the number of attributes, from thirteen (13) attributes to six (06) 

attributes, the authors have proposed Genetic Algorithm which is applied on a data set of 

909records. Different classifiers corresponding to these attributes are used for cardiac 

status prediction. It is observed that the Decision Tree has outperformed others with 

highest accuracy and least mean absolute error. Here, the authors used a limited number 

of reduced attributes such as chest pain, exercise induced angina, number of major vessel 
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colored, resting blood pressure, maximum heart rate achieved and old peak. However, for 

an intelligent and effective heart disease prediction important attributes such as age, sex, 

resting ECG, fasting blood sugar, cholesterol, the slope of the peak exercise ST segment 

is totally ignored.  

 

2.3.4 Different approaches of J48 Decision Tree 

 

In [17], the authors have presented a prediction model of heart disease using 14 attributes 

including heart disease results collected from UCI database. They have applied decision 

tree J48 algorithm using different approaches, such as pruned, un-pruned, and reduced 

error pruning approach for prediction heart disease based on these attributes. Where they 

observed J48 reduced error pruning approach is (almost 76%) better than J48 un-pruned 

(almost 73%) and J48 pruned (almost 74%) approach. Also they have observed that 

fasting blood sugar is most important feature which gives better classification result than 

other features. However, the problem is fasting blood sugar is not provided good 

accuracy. The summary of the experimental results of decision tree J48 algorithm using 

different approaches are given in Table 2. 

 

Table 2: Results of decision tree using the different approaches 

Performance Pruned 

approach 

Un-pruned 

approach 

Reduced Error 

Pruning approach 

Accuracy  73.79 % 72.82 % 75.73 % 

Precision  72% 68% 74% 

F -Measure  77% 78% 79% 

No.Correct 76 75 78 

No. of Rules  33 14 11 

Size of Tree 56 24 17 

 

2.3.5 Different datasets and Decision Tree 

 

This study has presented the datasets conducting with the heart disease problem, gives 

various results according to implementing by different decision tree (C4.5 and Fast 

Decision Tree) of machine learning algorithm on different datasets.   
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This paper has been viewed the result of accuracy of different decision trees. They have 

applied different dataset collected from various sources, especially UCI repository and 

have applied 10 fold cross validation on environment of WEKA tool. The dataset have 

contained 14 features. The Classification Accuracy (CA) of different decision tree 

compared shown in Table3.  

 

Table 3: Comparison of accuracy for different dataset 

Dataset CA of C4.5 CAof  FDT Records 

Cleveland 78.54% 77.55% 303 

Hungarian 78.57% 78.23% 294 

V.A 71.50% 69.50% 200 

Statlog 76.60% 76.60% 270 

 

 

2.3.6 Prototype based IHDPS 

 

In [10], the authors have proposed a prototype (web-based system implemented on the 

.NET platform) known as Intelligent Heart Disease Prediction System (IHDPS), which is 

based on data mining techniques e.g., Neural Networks, Naïve Bayes and Decision Trees. 

A total number of 15 attributes were considered in IHDPS and 909 records collected from 

Cleveland Heart Disease Database were used in the system. It is observed that the 

prediction of Naïve Bayes achieves better results than Neural Network and Decision 

Trees. 

 

2.3.7 Literature findings 

 

We have summarized various related ML algorithms [7-19]. Previous most have used 

different machine learning methods and performances (accuracy, precision, recall) with 

have applied heart disease dataset (dataset name and no. feature). Table 4 summarizes the 

findings. 
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Table 4: Literature analysis of various machine learning algorithms 

Techniques/Methods  

Reference 

NO. 

 

 

Accuracy 

(%) 

 

 

Precision 

(%) 

 

 

Recall 

(%) 

 

Number 

 of  

features 

 

 

Dataset  
Supervised 

Learning 

(SL) 

Unsupervised 

Learning 

(USL) 

Decision 

Tree/List 

 

 

- 

 

[7] 93.02 90.90 - 14 UCI 

[8] 52.00 48.55 48.97 14 Sensing Data 

[9] 99.20 99.78 99.78 15 Sellapanetal 

[10] 89.00 - - 15 Cleveland,UCI 

[11] 89.00 - - 14 APRHI Data 

[12] 89.60 - - 14 Survival Data 

[13] 72.93 82.60 82.20 14 Cleveland,UCI 

[18] 92.50 92.50 92.50 14 UCI 

Naïve Bayes  

 

- 

[8] 52.33 - - 14 Sensing Data 

[9] 96.50 96.60 96.80 15 Sellapanetal 

[10] 86.53 - - 15 Cleveland,UCI 

[11] 83.53 -  14 APRHI Data 

[16] 82.31 93.10 85.70 14 UCI 

[18] 91.20 92.30 91.20 14 UCI 

Random 

Forest 

- [18] 88.70 - - 14 UCI 

SVM  

- 

[7] 86.05 89.47  14 UCI 

[12] 92.10 - - 14 Survival Data 

[18] 68.80 72.70 68.80 14 UCI 

ANN  

 

- 

[7] 80.23 83.78  14 UCI 

[10] 85.53 - - 15 Cleveland,UCI 

[11] 83.00 - - 14 APRHI Data 

[12] 91.00 - - 14 Survival Data 

KNN  

- 

[7] 88.37 88.09 -  UCI 

[8] 45.67 54.79 45.52 14 Sensing Data 

- Clustering 

 

[9] 88.30 

 

83.26 

 

95.20 

 

15 Sellapanetal 

- k-mean based 

 

[14] 74.00 78.00 67.00 - - 

Decision Tree 

J48 

 

 

 

- 

[16] 84.35 86.20 97.20 14 UCI 

[17] 75.73 - - 14 UCI 

 

Bagging  [16] 85.03 86.10 98.40 14 UCI 

 

 

In the summary of this chapter, we have provided a strong background of CHD with the 

overview of machine learning. We reviewed mostof the related work that has been done 

till now and learn about the machine learning algorithms they have used most. Most of 

researchers conducted UCI dataset with 14 or 15 attributes. They have applied different 

data mining techniques Therefore, we implement these mostlyusable machine learning 

algorithms to train and test our model and find the best one for our system that fit the 

system best. 
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Chapter 3 

Methodology 

Coronary angiography is the important with standard tests for the identifying /detection 

the CAD. As with any invasive approach, there are some difficulties of procedure and 

patient related hasslesthat are innate to the test. Coronary angiogram is more complex, 

time consuming and costly to predict heart disease; especially in Bangladesh. We propose 

a heart disease prediction model to assist medical practitioners, non-cardiologists, 

professionals in predicting heart disease status based on the patient’s clinical datafrom 

cardiologist report. To avoid coronary angiogramhassle and to predict CAD easilywe 

have used 12 most important clinical features in this model. This features are most 

responsible for occur heart disease. 

 

We havecollected the data of 40 ETT+ (Exercise Tolerance Testpositive) patientsthrough 

survey questioners out of 200 stable angina patients in 6 (six) months from NICVD, 

Bangladesh. Where 23 patients has heart disease and 17patients has no heart 

disease.According to ETT positive patients, we have collected 16 clinical features of 

coronary artery disease. In this research we have used 12 important clinical features of 

coronary artery disease. 

 

Also we have used UCI machine learning dataset collectedfrom the University of 

California, Irvine (UCI) for more analysis in this research.It has 303 patients record with 

75 attributes, where 164 instances or patientshasno heart disease and 139 patients or 

instances has heart disease. Earlier most of researchers conducted this dataset for 14 or 15 

features (see the Table5.) including angiographic disease status or data (heart 

disease=yes, heart disease=no) and applied different data mining techniques [6-25]. But 

in this research we have applied most important 12 clinical features [proposed] and 

previous most have used 14 features or attributes. Also we have implemented different 

supervised learning methods on these datasets for comparison.  
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Table 5: Previous most used clinical features collected from UCI repository [10] 

SL No. Features Name Description 

1 Age Instance age in years (33-72) 

2 Sex Instance gender  

(1 = male; 0 = female) 

3 CP Chest pain type (1= typical angina, 2=atypical angina, 3=non-

angina pain,4=asymptomatic) 

4 RBP Resting blood pressure (Systolic in mmHg on admission to the 

hospital), normal 120/80 mm HG 

5 Cholesterol Total serum cholesterol in mg/dl (<200 mg/dl) 

6 FBS Fasting blood sugar > 120 mg/dl (1= T; 0 = F) 

7 ECG Resting electrocardiographic results, results (0=normal, 

1=abnormal) 

8 HR Maximum heart rate achieved 

9 EIangina Exercise induced angina 

 (1 = yes, 0 = no ) 

10 Old peak ST depression induced by exercise relative to rest 

11 Slope The slope of the peak exercise ST segment (value1= up sloping, 

2=flat, 3=down sloping) 

12 Stenosis 1 = normal; 2 = defect; 

3 = reversible defect 

13 Num Number of major vessels (0-3) colored by fluoroscopy 

(Angiographic disease status) 

14 CA Diagnosis of heart disease, Value 0 =< 50% diameter 

narrowing, 1 = > 50% diameter narrowing 

(Angiographic disease status) 

 

To avoid coronary angiogram hassle or complex procedure of angiographic status and to 

reduce angiogram test cost, we have used 12 most important clinical features in this 

research model. Where we have discarded 2 angiographic features (Num& CA) from UCI 

heart disease dataset, and have updated 1 feature (stenosis). These12 features are most 

responsible for occur heart disease and can play as good predictor to predict heart disease 

status without angiographic features. There are some coronary artery diseases features, 

which are presented in this research. The proposed features are described in Table 6 and 

below. 
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Table 6: Clinical features name and description 

SL No. Features Name Description 

1 Age Instance age in years (30-74) 

2 Sex Instance gender  

(1 = male; 0 = female) 

3 CPT Chest pain type (CPT) 

(1= typical angina, 2=atypical angina, 3=non-angina pain, 

4=asymptomatic) 

4 RBP Resting blood pressure  (Systolic in mm Hg on admission to the 

hospital), normal 120/80 mm HG 

5 Cholesterol Total cholesterol in mg/dl    (<200 mg/dl) 

6 FBS Fasting blood sugar (FBS)>120 mg/dl or 6.5mmol/L (1= T;0 =F) 

7 ECG Resting electrocardiographic (ECG) results, results (0=normal, 

1=abnormal) 

8 HR Maximum heart rate (MHR) 

9  EIangina Exercise induced angina(EIangina) 

 (1 = yes, 0 = no ) 

10 Old peak ST depression induced by exercise relative to rest 

11 Slope The slope of the peak exercise ST segment (value 1= up sloping, 

2=flat, 3=down sloping) 

12 History of 

Stenosis 

1 = normal, 2 = fixed defect, 3 = reversible defect;(=>70% 

stenosis on CAG of 2mm or more sized vessel,=>50% LM) 

 

Age: Aging increases risk of damaged and narrowed arteries and weakened heart 

muscle. Men age 45 or older and women age 55 or older are more likely to have a heart 

attack than are younger men and women. In this survey we have collected different 

patient of age; 30 to 75 years. 

 

Sex: Men are generally at greater risk of heart disease. However, women's risk increases 

after menopause. We have collected 9 woman and 31 men’s data where the woman age 

40 or older. We have considered instance age in years 1= male, 0= female. 

 

RBP:  High blood pressure can damage arteries that feed our heart. Uncontrolled high 

blood pressure that occurs with other conditions, such as obesity, high cholesterol or 

diabetes, narrowing the vessels through which blood flows increases risk. Blood pressure 
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is measured by two numbers. The first number, called systolic blood pressure, measures 

the pressure in our blood vessels when our heart beats. The second number, 

called diastolic blood pressure, measures the pressure in our blood vessels when our heart 

rests between beats. If the measurement reads 120 systolic and 80 diastolic, we would 

write 120/80 mmHg. A blood pressure less than 120/80 mmHg is normal. A blood 

pressure of 140/90 mmHg or more is too high. People with levels in between 120/80 and 

140/90 have a condition called pre-hypertension, which means they are at high risk for 

high blood pressure. We have collected Systolic blood pressure in mmHg all over the 

patients’ data on admission to the hospital. 

 

CPT: Chest pain as a squeezing, pressure, heaviness, tightening, burning, or aching 

across the chest. It usually starts behind the breastbone. The pain often spreads to the 

neck, jaw, arms, shoulders, throat, back, or even the teeth. In this survey we have 

classified chest pain into four classes. We have considered value1= typical 

angina;Typical angina is define as the presence of sub-sternal chest pain or discomfort 

that was provoked by exertion or emotional stress and was relieved by rest. The history of 

the patient is classical and chance of having coronary artery blockages is high, 2=atypical 

angina;atypical angina is used to describe a form of anginal chest pain that does not fit the 

typical presentation. Typical angina symptoms occur during times of stress or activity due 

to decreased blood supply to the heart, 3=non-angina pain; Patients has no idea about 

pain, 4=asymptomatic; it means that do not show any symptoms of the pain or disease. 

 

Cholesterol: LDL cholesterol (bad cholesterol) alone is a relatively poor predictor of 

risk. In biomedical report or blood test report we have found total cholesterol, HDL 

cholesterol, and LDL cholesterol. An optimal level of LDL cholesterol is <130 

milligrams per deciliter (mg/dL), or 3.37 millimoles per liter (mmol/L), Total cholesterol 

is <200 mg/dL (5.2 mmol/L), and HDL is >40 mg/dL (1.3 mmol/L). In this survey we 

have considered total cholesterol. 

 

FBS: Diabetes increases risk of heart disease. A fasting blood sugar level less than 100 

mg/dL(5.6 mmol/L) is normal. A fasting blood sugar level from 100 to 125 mg/dL(5.6 to 

6.9 mmol/L) is considered pre-diabetes. If it's 126 mg/dL (7.0mmol/L) or higher on two 

https://www.cdc.gov/bloodpressure/risk_factors.htm
https://www.cdc.gov/bloodpressure/risk_factors.htm
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separate tests, it considered diabetes. In this research we have considered fasting blood 

sugar>120 mg/dl, where 1=True, 0=false. 

 

ECG: An electrocardiogram (ECG) is a test which measures the electrical activity of 

heart to show whether or not it is working normally.Representation of normal ECG wave 

has shown in Figure 6(a). From ECG report we have considered Value 0: normal, Value 

1: having ST-T wave abnormality (T wave inversions and/or ST elevation or depression 

of > 0.05 mV). We have extracted the value from ECG report. 

 

 

Figure 6(a): Representation of normal ECG with PQRST waves 

 

HR: Maximum heart rate extracted from Exercise Treadmill Test report (ETT). The age 

related number of beats per minute of the heart when working at its maximum that is 

usually estimated as 220 minus one's age. The calculation is simple with this method: 226 

– age for women, 220 – age for men. Let, a men age is 47 years. His maximum heart rate 

will be (220-47)= 173 beats per minute (bpm). In order to remain in the endurance zone, 

between 60 and 75% of his MHR, the number of beats of his heart during the session will 

be between 103.8 or104bpm and 129.75 or 130bpm (173x60%=103.8, 

173x75%=129.75). If target heart rate is not achieved with poor exercise capacity causes 

will be ETT positive. In this research we have considered HR in bpm. 

 

EIangina: Exercise-induced angina is a common complaint of cardiac patients,patient 

acute chest pain during exercise. The patient has request stopping, because of acute chest 

pain. We have considered exercise induced 1= yes means acute chest pain,0= no.  
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Oldpeak: ST depression induced by exercise relative to rest. ST segment depression may 

be determined by measuring the vertical distance between the patient's trace and 

the isoelectric line or base line at a location 2-3 millimeters from the QRS complex. It is 

significant if it is more than 1 mm in V5-V6, or 1.5 mm in AVF or III. In this research we 

have considered ST depression under the base line (see the figure 6(b)). 

 

Slope:The ST segment depression has three types shown in Figure 6 (b). The normal ST 

segment has a slight upward concavity. Flat, down-sloping, or depressed ST segments 

may indicate coronary heart attack. We have considered value 1= up sloping, 2=flat, 

3=down sloping. 

 

Figure 6(b): Representation of ST segment depression with various types. 

 

Stenosis: There are three arteries that run over the surface of the heart and supply it with 

blood, where is one artery on the right side, and two arteries on the left side. The one on 

the right is known as the right coronary. On the left side, which is the main side, typically 

we call heart blockage less than 40% mild. We have considered 70% or more stenosis on 

CAG of 2mm or more sized vessel on the right side, and 50% or more thanon the Left 

middle is very significant for heart attack. 
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3.1 Proposed model 

 

The proposed model (see the Figure 7(a)) of this work described below: 

 

 To collect actual valid raw survey data from NICVD, Bangladesh. 

 To develop a system to predict heart disease from cardiologist report using 

minimum features with low error. 

 To analyze the cardiac data using various machine learning methods/data 

mining techniques for better prediction and accuracy. 

 To analyze the performance of different datasets with different machine 

learning algorithms.  

 To validate the heart disease prediction result by medical professionals. 

 

Figure 7(a): Overview /model of this research 
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We select 12 important attributes or clinical features, i.e., age, sex, chest pain type (CPT), 

blood pressure (RBP), cholesterol (CholesT), blood sugar (FBS), ECG results, heart rate 

(HR), exercise induced angina (EIangina), old peak, slope, and stenosis. We then choose 

six (06) well known supervised machine learning algorithms namely, Decision Tree 

(J48), Naïve Bayes, Random Forest, SVM, ANN, and Logisticfor classifying and 

predicting heart disease based on these clinical features vector (see Figure 7(b)). The 

results are then observed and analyzed carefully that shows that ANN outperforms other 

classifiers. 

 

 
 

Figure 7(b): Overview /model of this research 

 

 

3.2 Dataset 
 

Data is collected from National Institute of Cardiovascular Disease(NICVD), Bangladesh 

through survey questionnaires. We have collected40 patient’s data with 12 important 

clinicalfeatures or attributes out of 200 stable angina patients. Some amount of heart 

disease clinical data collected from NICVD, Bangladesh shown in Table 7. 
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Table 7: Heart disease data collected from NICVD, Bangladesh 

 

Age Sex CPT RBP CholesT FBS ECG HR EIangina Old 
Peak 

Slope Stenosis 

50 0 3 140 220 0 0 155 0 1.4 2 0 

59 1 1 130 222 0 0 110 1 0.5 3 3 

47 1 4 120 231 1 2 127 1 1.8 3 1 

60 1 1 110 212 1 2 160 1 0 1 2 

31 1 1 140 198 2 2 127 0 1.4 3 0 

50 1 4 190 170 1 0 136 0 2.6 3 1 

63 1 3 130 204 0 0 140 1 0 2 0 

62 1 4 110 226 0 2 127 1 1.6 3 1 

43 0 3 110 153 0 0 156 1 1.8 3 0 

55 0 4 140 232 1 0 139 0 1 3 1 

64 1 3 130 330 0 0 155 0 0 1 0 

63 0 4 145 220 0 2 117 0 0 2 0 

39 1 3 130 245 0 0 182 0 3.2 3 0 

54 1 4 135 223 1 2 161 1 3.1 3 1 

57 1 3 130 250 1 2 137 1 0.8 2 1 

49 1 2 120 230 0 0 152 1 1 3 2 

59 0 4 140 320 0 2 162 0 0.4 1 1 

61 1 4 140 330 0 2 115 1 0.6 3 3 

58 1 4 120 221 1 0 158 1 1.6 1 1 

44 0 2 110 202 0 0 171 0 1 2 0 

73 1 2 150 277 1 0 169 0 0.5 1 0 

58 1 4 145 288 0 0 118 1 0.8 3 3 

51 1 1 120 159 0 2 145 0 0.6 1 0 

 

 

3.3 Experimental decision 

 
In this experiment we have observed that using NICVD: 40 patient’s data with 12 

attributes, the classification accuracy of Artificial Neural Network (ANN) is almost 94% 

and it performs better than others classification algorithms such as Decision tree 

(82.50%), Naïve Bayes (85%), SVM (75%), Simple logistic (87.50%), Random forest 

(75%), and Bagging (62.50%). Whereas using UCI dataset with 12 attributes, the 

classification accuracy of Artificial Neural Network (ANN) is almost 92% and it 

performs better than others classification algorithms, such as Decision tree (76.90%), 

Naïve Bayes (86.50%), SVM (76.33%), Simple logistic (81.52%), Random forest 

(67.33%), and Bagging (55.12%).It is also observed that using UCI dataset the 

performance of 14 attributes and 12 attributes are almost equal. 
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Chapter 4 

Results 

4.1 Experimental results 

 
In this study we used NICVD dataset with proposed 12 important features. Where we 

have validated patient’s clinical data & features by cardiologist with coronary artery 

disease angiogram status (i.e., Cardiac disease: 1= positive, 0=negative).In the results of 

40 patients, 17 patients instance has no heart disease and 23 patients or instances has 

heart disease. Also we have used UCI dataset with 12 important attributes and 14 

(fourteen) attributes with coronary artery disease angiogram (i.e., Cardiac disease: 1= 

positive, 0=negative) results of 303 patients where 164 patients or instances has no heart 

disease and 139 patients or instances has heart disease. Regarding heart disease 

angiogram results we used binary classifier (i.e., Heart disease: 1= positive, 0=negative) 

where data is labeled. Since we have label data, we have used supervised learning (SL) 

method/algorithm(s) on the datasets. We have performed data preprocessing with data 

normalization operation on the datasetsfor finding better accuracy by classifier.  

 

Thereafter, we applied different data mining or supervised machine learning algorithms in 

the environment of MATLAB and WEKA 3.8 set to compare between different 

classifiers and different data sets.Also we have applied10-fold cross validation (70% of 

the data is used for training and 30% is used for testing) on the datasets.The classifiers 

name with various properties of classifiers described in Table 8. We have four 

Investigations for ML classifiers:  

i) Train (212) + Test(91) on UCI instances (14 features) : 10-fold cross validation 

ii) Train (212) + Test(91) on UCI instances (12 features) : 10-fold cross validation 

iii) Train (28) +Test(12) on NICVD instances (12 features): 10-fold cross validation 

iv)Train (39) + Test(1) on NICVD instances (12 features): Leave one out validation 

 

The experiment results (i.e., Various ML methods performance table, comparison graph) 

are displayed in Table 9, 10, 11, 12, 13& Figure 8, 9, and 10.  
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Table 8: Properties of various machine learning classifiers 

SL 

No. 

Classifiers 

Name 

Properties of  Classifiers 

1 ANN Input unit= 12, Hidden layer=2, Output layer=1, Activation 

Function: Sigmoid. 

Learning rate, η=0.01, Momentum coefficient, µ=0.9 

Weight update, ΔWkj= η*ek(n)*xj(n),where error, ek(n)= desired 

output (dk) – (yk) output signal of neuron K at time n. 

2 Decision Tree max_depth=32,min_samples_leaf=0.1, min_samples_split=0.1 

max_features=12 

3 Naive Bayes Normal (Gaussian) distribution, 

                 
                           

             
; 

4 Random 

Forest 

Total no. of trees=10 

5 SVM Kernel function: Linear, c=1.0;k(x,y)= x
T
y + c, where c is a trade 

off parameter between error and margin 

6 Logistic 

Regression 

Model: Linear with sigmoid function; 

logistic function,p(x)= 
 

                      

 

 

It is observed that using NICVD: 40 patient’s data with 12 attributes, the classification 

accuracy of Artificial Neural Network (ANN) is almost 94% and it performs better than 

others classification algorithms such as Decision tree (82.50%), Naïve Bayes (85%), 

SVM (75%), Simple logistic (87.50%), Random forest (75%), and Bagging (62.50%). 

Whereas using UCI dataset with 12 attributes, the classification accuracy of Artificial 

Neural Network (ANN) is almost 92% and it performs better than others classification 

algorithms, such as Decision tree (76.90%), Naïve Bayes (86.50%), SVM (76.33%),  

logistic regression (81.52%), Random forest (67.33%)It is also observed that using UCI 

dataset the performance of 14 attributes and 12 attributes are almost equal. 
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Classification Accuracy       
                      

                    
      

 

          
  

       
 

 

       
  

       
 

 

Where,TP - True Positive, FP - False Positive, FN -False Negative. 

Here, Positive means Heart Attack has been happened and Negative means No Heart 

Attack. 

F1: This is a function of Precision and Recall. The F1 score is the harmonic mean of 

Precision and Recall. 

 

Table 9: Performance analysis of various supervised methods using NICVD dataset 

 

Techniques/Methods                 CA Precision Recall F1 

Decision Tree (J48) 82.50% 85.20% 82.50% 82.60% 

Naïve Bayes 85.00% 86.10% 85.00% 85.10% 

Random Forest 75.00% 78.60% 75.00% 73.00% 

SVM 75.00% 75.60% 75.00% 75.10% 

ANN 92.80% 92.91% 92.80% 92.79% 

Logistic 77.50% 78.60% 77.50% 77.60% 

 

 

Figure 8: Classification accuracy graph of various ML algorithms using NICVD dataset 
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Table 10: Performance analysis of ML methods using UCI dataset with 14 attributes 
 

Techniques/Methods 

(14 features) 

CA Precision Recall F1 

Decision Tree (J48) 76.57% 76.8% 76.6% 76.6% 

Naïve Bayes 86.51% 86.6% 82.65% 86.4% 

Random Forest 69.64% 69.9% 69.6% 69.1% 

SVM 76.89% 77.4% 76.9% 76.9% 

ANN 93.5% 93.8% 93.68% 93.56% 

Logistic 67.70% 67.6% 67.7% 67.6% 

 

 

 

Table 11: Performance analysis of various ML methods using UCI dataset with 12 

features 

 

Techniques/Methods 

(12 features) 

CA Precision Recall F1 

Decision Tree (J48) 76.90% 77.3% 76.9% 76.9% 

Naïve Bayes 86.50% 86.3% 86.2% 86.1% 

Random Forest 67.33% 67.3% 67.3% 67.0% 

SVM 76.33% 76.3% 76.3% 76.3% 

ANN 91.7% 91.62% 91.67% 91.7% 

Logistic 67.01% 67.1% 67.01% 67.01% 
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Table 12: Comparison table of various ML methods performance between 14 features and 

12 features using UCI dataset 

 

 

 

Method 

Name 

 

CA 

(%) 

Precision 

(%) 

Recall 

(%) 

14 

features 

12 

features 

14 

features 

12 

features 

14 

features 

12 

features 

Decision 

Tree (J48) 

76.7 76.9 76.8 77.3 76.6 76.9 

Naïve 

Bayes 

86.5 86.5 86.6 86.3 82.6 86.2 

Random 

Forest 

69.6 67.3 69.9 67.3 69.6 67.3 

SVM 76.8 76.3 77.4 76.3 76.9 76.3 

ANN 93.5 91.7 93.8 91.6 93.7 91.7 

Logistic 

Regression 

67.7 67.0 67.6 67.1 67.7 67.0 

 

 

 

 
 

Figure 9:  Comparison graph of classification accuracy between 14 and 12 features using 

UCI dataset. 
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Table 13: Comparison table of various machine learning methods performance between 

NICVD dataset and UCI dataset using 12 features 

 

 

 

Methods 

Name 

 

CA 

(%) 

Precision 

(%) 

Recall 

(%) 

NICVD 

Dataset 

UCI 

Dataset 

NICVD 

Dataset 

UCI 

Dataset 

NICVD 

Dataset 

UCI 

Dataset 

Decision 

Tree (J48) 

82.5 76.9 85.2 77.3 82.5 76.9 

Naïve Bayes 85.0 86.5 86.1 86.3 85.0 86.2 

Random 

Forest 

75.0 67.3 78.6 67.3 75.0 67.3 

SVM 75.0 76.3 75.6 76.3 75.0 76.3 

ANN 92.8 91.7 92.9 91.6 92.8 91.7 

Logistic 

Regression 

77.5 67.0 78.6 67.1 77.5 67.0 

 

 

 
 

Figure 10: Comparison graph of classification accuracy betweenNICVD and UCIdataset 

 

 

Table 14: CA of ML methods using leave-one out method for NICVD dataset 

 

Techniques/Methods CA 

Decision Tree (J48) 71.00% 

Naïve Bayes 75.10% 

Random Forest 71.42% 

SVM 75.00% 

ANN 84.80% 

Logistic 75.33% 
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Chapter 5 

Discussion & Conclusion 

5.1 Summary 
 

In this work we have collected data from NICVD, Bangladesh and developed a cardiac 

disease prediction model to assist medical practitioners in predicting heart disease status 

based on the patients’ clinical data. We have selected twelve (12) vital clinical features of 

coronary artery disease and developed a prediction model using six (06) supervised 

machine learning algorithms. It is observed that ANN is the best predictor with 92.8% 

accuracy. 

 

5.2 Discussion 

 
In this research we have applied different machine learning algorithms for 12 features. 

Previous most of the authors or researchers have implemented various machine learning 

algorithms using UCI dataset for 14 features (with angiographic status).We have four 

investigations for ML classifiers. One is NICVD: 40 patient’s data with 12 attributes, the 

classification accuracy of ANN is (92.80%), Decision Tree (82.50%), Naïve Bayes 

(85%), SVM (75%), Logistic Regression (77.50%), and Random forest (75%). This 

dataset contains small amount of data with numeric value of 12 features. For the noisy 

and numeric data ANN gives good result. When the data will be more, the accuracy result 

may be change. For the small amount of training data in the classifiers, the data can be 

over fitted. To reduce over fitting problem we have implemented 10-fold cross validation 

on the dataset. Also we have applied leave one out cross validation on the NICVD 

dataset. The accuracy of ANN is (84.80%), Decision Tree (71%), Naïve Bayes (75.10%), 

SVM (75%), Logistic Regression (75.33%), and Random forest (71.42%) by leave one 

method. Where we have found the results of classifiers is nearby to more accurate.  

 

Third one is UCI dataset with 12 attributes, the classification accuracy of Artificial 

Neural Network (ANN) is (91.7%) and it performs better than others classification 

algorithms, such as Decision tree (76.90%), Naïve Bayes (86.50%), SVM (76.33%), 



 36 

Logistic regression (67%), and Random forest (67.33%). Fourth one is UCI dataset with 

14features, the classification accuracy of ANN is (93.5%), Decision tree (76.70%), Naïve 

Bayes (86.50%), SVM (76.80%), Logistic regression (67.70%), and Random Forest 

(69.6%).It is also observed that using UCI dataset the performance of 14 attributes and 12 

attributes are almost equal. For the large amount of data result will be change. 

 

 

5.3 Limitation 

 
In this research we have found some limitation and have not considered some things are: 

 We have collected small scale corpus for NICVD (only 40). 

 We have not collected more features for NICVD. 

 We have not considered smoking and genetic (family history of CAD) features. 

 We have not considered Troponin I test for detect heart disease. 

 

 

5.4 Future work 
 

In future we would like to concentrate on three things:  

 Prepare a repository database based on Bangladeshi patients.  

 Prepare an IoT enabled system to collect data from machines (see Figure 11). 

 Developed a mobile based cardiac status application through internet. 

 

 

Figure 13: Model of IoT enabled system 
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In this system, wearable sensors are used to measure various physiological parameters 

e.g. blood pressure, body temperature, ECG, ETT, Cholesterol level, etc. After sensing 

data, the sensors transmit the gathered information to a gateway server through a wireless 

connection/communication.  

 

 

5.5 Conclusion 

 
On the whole aim of our work is to predict heart disease status more precisely and build a 

dataset of our own which will be first coronary heart disease data repository in 

Bangladesh. Therefore, we have collected heart disease patient’s data through our own 

constructed survey questionnaire. We also finalize minimum number of features 

dimensionality for our system to reduce angiogram hassles. However, we excluded 

smoking feature as it does not have much impact behind occurring heart disease in our 

country. Six data mining classification techniques such as Naïve Bayes, Decision Tree, 

Logistic Regression, Random Forest, Support Vector Machine and simple Neural 

Network have been applied. It has been seen that Neural Network works better than other 

classifiers with 92.80% accuracy.    
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Appendix A 

Data Collection Form 
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Application for data collection from NICVD, Bangladesh: 
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Authorization letter from NICVD, Bangladesh: 
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Clinical patient’s ETT Report: 
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Patients’Biomedical Report: 
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Patients’ Biomedical Report: 
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Ptients’ ETT report: 
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Patients’ Angiogram Report: 
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